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This paper reports results the main errors and difficulties experienced by a group of eleven
university students when solving problems of sampling distributions by means of computer
simulation using Fathomsoftware (Finzer et al., 2002). The main difficulties were the formulation
of the population model, the definition of the statistics to be calculated in each sample and the
definition of the intervals to calculate the probabilities. It was not necessary to carry out some of
the long processes of the pencil and paper environment which are the source of several mistakes
and difficulties. It was also possible to facilitate the interpretation of some results such as the
proportions of cases of interest out of the total of possible cases.

INTRODUCTION:

In the literature of statistics education, (for exde, Scheaffer, 1992; Moore, 1992) the
advantages of exploring concepts related to thepbagndistributions by means of computer
simulation are highlighted frequently. Neverthelessry little is said about the role that
simulation plays in the solution of problems in efihnsampling distributions are involved.

Among the advantages of using simulation as a ndetth@olve problems of probability
and statistics, Biehler (1991) mentions:

1. The possibility of formulating models in concreterhs instead of expressing the ideas by
means of symbolic models (representational aspect).

2. Students can process the data generated more @asilydata generated using analytical
and combinatory methods (computational aspect).

3. It is possible to begin with the design of the ekpental environment instead of starting

with the calculations (concept-model aspect).

According to Bataneret al. (2005), another advantage of simulation is thesijility to
build pseudo-concrete models for many real situatiand the possibility to work without a
formal mathematical model, which allows one to astan intermediary between the reality and
the mathematical model.

The role of computer simulation as a method to es@woblems, student’s difficulties
when using it, and the feasibility of using it adoml for the student’s arrival to acceptable
solutions, compared to theoretical results, aregame of the questions considered as part of a
research project about the meanings assigned, ilggraity students, to the sampling distribution
in an environment of computer simulation.

The problems used for this study are of the kirat fiequires deductive reasoning in
order to be solved; this is to say that once tis¢ridution of population and its parameters are
known, what is looked for is the probability thathse sampling results are obtained. This type of
problem is very frequently used in textbooks andstisdied before the study of statistical
inference methods.

THE SOLUTION PROCESS
The concepts and actions needed to solve samp#trgpdtion problems by means of
computer simulation with Fathom have been identifie¢o three well defined stages:
1. Formulate the population model.
2. Build the sampling distribution.
a) Choose a sampling of a given size and define Hiesst of interest in it.
b) Repeat the process of selection of samples and maialection with the statistic
calculations in order to produce the sampling iigtion.
c) Divide the sampling distribution in parts in order determine the proportion of
statistics which are beyond a value or betweenvialoes given.



ICOTS-7, 2006: Inzunza

Most of the problems were solved in two ways: fitst means of the computer
simulation, and afterwards theoretically (usingnatas and probability tables) so the students
could make a comparison between the two results givel their opinion about the use of
simulation as a method for solving problems.

1. Formulation of the Population Model

In order to formulate the population model for Feath it is necessary to identify the
hypothetical elements of it, particularly the tygfevariable and the value of its parameters. In the
case of discrete variables, the model is built bgding the elements directly (box model).
However, for the case of continuous variables,renfita which generates random numbers with
the desired population characteristics is used.

This stage was particularly difficult because thedents did not take into consideration this
difference. For most of the problems, two studeaitsnost were able to establish the model
properly by themselves. For example, in one agtiwhose population was 30% of brown
chocolates and the rest of another color (which watevant for establishing the model), some
students considered all the colors as equally febathers gave 30% of probability to the
brown ones and the rest assigned the colors witindom rate, but the correct thing to do was to
consider only the brown ones and identify the @@sthe chocolates with the same notation.
Meanwhile, when they had to solve an activity vatkontinuous variable, the students neglected
the type of variable and tried to establish theypaton as a discrete one.

2. Construction of the Sampling Distribution

Two stages were identified in the constructionha& sampling distribution. In the first,
many students had difficulties in writing the sttitial formula, especially for the first activities
Meanwhile, for the second part of the processsthdents made several mistakes because they
took samples from the samples (double samplinggausof taking population samples. Some
students made an even more transcendental misthker asked to take one thousand samples of
size ten, they took one sample of size thousani. Mistake is related to the difficulty of going
from the results of a sample to a distribution.d8aha and Thompson (2003) also reported this
difficulty in a study with senior high school stunde and they defined it as a complicated stage in
the process of acquiring the necessary skillsteypnet the sampling distribution results.

3. Division of the Sampling Distribution and Cal culation of Probabilities

In order to calculate the probability of a samplnegult, the expression with the desired
interval is introduced in a summary table (FiguyeAn additional resource is to use a formula to
feed the sampling distribution table with the siati values within the established interval. The
advantage of this representation is that it allewading the corresponding area in the graphic
representing the sampling distribution so studeatsestablish a relation between the darker area
and the probability value obtained (Figure 2). Omlp students (Ménica and Coral) used the two
types of representations systematically when calitig the probability.

Measures from Sanrple of Collection 1 | Summary Table

VO
Defectuosos | 0.092
S1 = proportion ( (defectuosos >30) or (defectuosos = 30))

Figure 1: Summary table of the intervals of prolbighio be calculated

The main difficulties of this stage refer to theeusf the connectorand, or and the
inequality symbols (> <). This was the case for stadents (Jorge and Omar) who in one of the
activities used the connectamd instead obr (Figure 3).

For another activity most of the students madesttrae mistake: they considered a single
sample to calculate a specific probability insteddusing the sampling distribution. In other
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words, they took the distribution of a sample asgampling distribution. An example of this was
taken from the teamwork of two students (Jorge@erhrdo) who took a sample of size forty and
used the optioproportion to calculate the probability that the mean willdmealler than 239 or
bigger than 241, instead of using the samplingridigion (Figure 4). As a result of this
confusion, the students misinterpret the simulatiesults as a percent of cases instead of a
percentage of proportions or means of samples.

This mistake has also been reported by SaldanhaTanthpson (2003) and Lipson
(2002), who consider that its origin is the difftguof the students to go from the results of a
sample to the results of the sampling distribution.

Measures fromSarrple of Collection 1 | ] |Measures from Sample of Collection 1 | Histogram w
Defectuosos| <new> | 200 -
71 (30 180 ]
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73 (31 =120
74 |31 2 100
(&1
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77 (30 a0
78 (30 L T T t T T
5 10 15 20 25 30 35 40 45
(Defectuosos >30) or (Defectuosos = 30) Defectuosos

Figure 2: Representations used by Monica and Gormlculate probabilities

Maquina_de_refrescos_40 | Summary Table
& > |
Refrescos 238.9658
0
Sl =mean ()
S2 = proportion ( (Refrescos <239) and (Refrescos > 241))

Figure 3: Jorge and Omar’s mistakes when usingexiors

Sermple of Qlecton | Hstogram=
: 9
Sample of OoIIectlo.; o M
poblacion 7 Sanple of Collection 1 | Summary Table

36 |240.039 =8 4 =/ poblacion |
37 |244.636 g 240.35528
38 |245.866 3 05

2 0.4
39 |236.291 B | ST=mean ()
40 |238.913 , , y ! . , S2 = proportion (poblacion < 239)

25 230 25 240 46 X0 5 S3 = proportion (poblacion > 241)
| poblacion

Figure 4: Confusion of sample distribution with gy distribution

The mistakes and difficulties present in the sirtiotaprocess were of different types and
some of them were more persistent than others.rderao know which stage was the most
difficult in the students’ opinion, they were integwed at the end of the study. The results are
included in Table 1.
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Table 1: Students’ answers to the question: In paimion, which stage of the process was the
most difficult?

Sudent Answer
The definition of the population and the definitiohthe formula to collect the
samples.
The interpretation of the expressions bigger oakgnd smaller or equal to
introduce the formula.
Jorge Formulation of the population and the forntalealculate the statistic.
Denis For me, it is confusing when | want to tame samples.
Donovan | The definition of the population and thiedation of the statistics.
Coral When defining the population.
Ménica | When defining the population.
Viridiana | When defining the population.
Ana Lilia | The formulation of the population

Edgar

Omar

From these data it is possible to say that forstbdents the most complicated stage was
the formulation of the model, followed by the sttts definition and the construction of the
intervals to calculate the probabilities.

CONCLUSIONS

Notwithstanding the mistakes and difficulties désed above, the students were able to
solve the problems of sampling distributions by nseaf computer simulation. They were helped
by the researcher only when it was absolutely regagsto enable them to continue working, and
most of the help was for the formulation of the wlagion model. The students’ solutions were
accepted as correct due to their closeness th¢wedtical solution.

Among the advantages of the solution by meansnadlsition was the fact of interpreting
the probability of the sampling results as proporsi of cases of interest in a total number of
possible cases, especially because of the chastic®rof the software which allowed them to
filter the results and even, in some cases, sledgraphic.

Moreover, with the solution of problems by meansiaiulation it was not necessary to
carry out all the long and unavoidable processdébepencil and paper environment, such as the
standardization of the sampling distribution anel tise of probability tables which are source of
several mistakes when solving problems.
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