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The following three probabilities seem crucial when interpreting data, especially in the
behavioral sciences:1) the probability that an effect is present in the population, 2) the
probability that a replication is significant; and 3) the probability that the effect for a single
individual in the population is in the expected direction. In our study, we asked 51 subjects
(university students and lecturers in psychology) to estimate these probabilities after reading a
short description of a hypothetical experiment with as outcomes only p-value and sample size
given. Large variations in estimated probabilities were found. However estimates of the
probabilities tended to increase as a positive function of sample size for a fixed p-value.
Smulation studies show that, assuming a uniform prior distribution for the parameter, this turns
out to be incorrect for all three probabilities.

INTRODUCTION

One of the main goals of statistics is to draw rnemees from the data provided by a
sample to the population one is interested in. @mie most frequently used methods for this
purpose is null hypothesis significance testing @8YM Although this approach has been heavily
criticized for decades, for many researchers ivgle as the most common way to analyse data
(e.g., Cohen1994; Masson and Loftus, 2003; Tryon, 2001).

NHST is designed to assess the strength of ttdereee against a null hypotheskd)
Such a null hypothesis usually states that thereoisffect in the population. In NHST the
probability is calculated of finding a test statswith a value as extreme as or more extreme than
the actually observed value, assuming that thene isffect in the population. The smaller this
value, the stronger the evidence agalis(Moore and McCabe, 2003).

From previous research it is known that errors aften made in interpreting the
outcomes of a significance test. For example, O4k886) investigated the knowledge and
misconceptions about significance testing of 70cpelogy researchers. A large majority (67) of
those psychologists believed incorrect interpreteti of the significance test to be correct.
Lecoutreet al. (2003) found that even statisticians had diffiesl interpreting the significance
test. It appeared especially difficult to interpitet results of a nonsignificant effect.

When researchers analyse their data, they have gasstions in mind that they want to
get answered. Some of those questions cannot lveeeats with the available techniques, but
nevertheless they are important to the researdiben an effect is found in a sample, three
important questions seem the following: 1) How a@ertis it that the effect also holds in the
population? 2) What percentage of people in theufadipn will show the effect found in the
sample? 3) How certain is it that a similar studly show a similar effect? The first question we
call the “certainty question”. When the differeramween two means is at interest, we can define
the degree of certainty as/PQ |n, p), with ¢ the unknown population meamthe given sample
size angp the givenp-value. This seems to be an unallowable staterbecguses should be a
fixed value (although we do not know the valugpfWe will come back to this problem later.
Without further information, the certainty questi@annot be answered. Although it is not
possible to answer the certainty question using thre@ outcomes of NHST, there are indications
that people interpret thp-value as a measure of certainty of the existeridhe effect (e.qg.,
Oakes, 1986).

The second question, regarding the percentageapi@@ the population who will show
the effect, we call the “extrapolation question.”eVdefine the corresponding probability as
PX=>0| n, p), with x; being the score of a random person from the pdpulathis question can,
for example, be relevant for researchers who aezpreting a given effect when testing a new
medicine. They might by interested in whether thedlitine works only for a smaller subgroup,
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or whether the medicine works marginally for thérenpopulation. When one is only interested
if there is an effect, this question seems lessagit.

The third question, the “replicability questiongntains to the extent that the effect is due
to idiosyncrasies of the specific study, or wheth@omparable study would produce comparable
results. We define the associated probability ggNR(,) <.05|p, n), with p(M.¢,) being thep-
value of an exact replication of the first studging the same sample size.

If there is no further information available, excépr thep-value and the sample size, it
is not possible to answer any of the three questidherefore there is no absolute “correct” or
“incorrect” answer. However, when we vary either phvalue or then, keeping the other fixed, it
is possible to give the correct direction of evpogsible comparison of answers. Wineis fixed
and thep-value is decreased, the correct direction of arsvie the three questions seems
straightforward: whep is smaller one should be more certain, the prapomf the population
with the effect should be higher, and the repliigbshould be higher. When we reverse the
roles, (a fixedp-value and an increasimy the situation is no longer so intuitively clebecause
this relation between and thep-value differs for the three questions.

To study the relation betwegnvalues and sample size, we conducted three siimlat
studies using Bayesian statistics. When the outsaoh@ sample study are known, one can still
imagine the population mean having every possiblae: Given an infinite number of possible
M's, we want to know the proportion of thggs which are larger than 0. Thus, it is necessary t
treat/ as a stochastic variable. If we assume an a giistiibution ofy, Bayesian statistics can
be used to compare probabilities when changirand keeping th@-value fixed. An a priori
distribution in which every value has the same pbility is called a uniform prior. Uniform
priors can be used when no meaningful predictiosutkhe a priori distribution can be made.
Since that was the case here, we assumed a urpfasndistribution forzs.

For the certainty question, the simulation studsuasing a uniform prior fop showed,
perhaps contrary to popular belief, that the assediprobability only depends on ghealue and
not onn. It can be proven that, given this distributionupthe certainty probability is equal to (1-
p). For the extrapolation question, the simulatitudg showed that the extrapolation probability
is dependent on thgvalue as well as om With increasingh and fixedp-value the extrapolation
probability decreases. This finding can be expladiae follows: The larger the sample size, the
smaller an effect needs to be to result in the garaue. Thus, effects with the sampalue are
smaller with largem, and on average larger effects come from populatieith more people
scoring above the mean assumed undeHgieor the replication question, the simulation study
showed that, just like the certainty probabilitye treplication probability only depends on fhe
value and not on.

In summary, we showed that it is possible to deduetdirection of the probability for
each question whamincreases while keeping tpevalue fixed, assuming a uniform prior for the
population mean. In the behavioral study, we tramswer two questions. The first question is:
Are researchers consistent when estimating theapilitbes for the certainty, extrapolation and
replication questions? The second research questido researchers draw correct conclusions
from the comparison of statements with the spraalue, but different?

METHOD

Fifty-one University of Groningen students andfstaded 19-60 (mean = 31.02, standard
deviation = 11.50) took part in the research. Thbjexts were asked to make probability
judgements based on briefly presented results q@iothnetical research. The scenarios and
guestions were presented on the computer and r@spovere made via the computer keyboard.
Filling in the questions took 20-30 minutes. Evdrial started with a short scenario of a
hypothetical experiment testing the efficacy ol@od pressure drug. The subject was required to
read the scenario and make a judgment about thigeSample size anglvalue varied in the
scenario, as was the form of the question askednsand measures of variance were not given
because they are difficult to interpret on an unkmacale. Sample size was either 10, 50 or 100,
thep-value was either .01, .03, .05, .08 or .10, aedghestion form was either the certainty, the
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extrapolation, or the replication question. Thdwed factors (sample sizeyvalue and question
form) were factorially combined, resulting in aaiobf 45 trials per subject.

Following the presentation of each question, subjeere required to type in an estimate
between 0 and 100 percent. As soon as the pereemtag confirmed by pressing ‘Enter’, the
next question appeared, without a possibility tarreto earlier questions. This was done to lower
the risk that the subject would be influenced bgvsus answers. The order of the trials was
randomized for each subject. It was stressed H@aekact probabilities could not be calculated
and they should fill in what they thought was thestrreasonable answer. It should be noted that
almost all subjects complained afterwards aboutlifiieulty of the task.

RESULTS

Figure 1 shows the effects pivalue anch on the certainty question. For a givenalue
the average estimates increase wiftbr the question of how certain one was of findihg effect
in the population. Note that the standard deviatiare relatively high, varying from 24.9 to 34.2.
The figures for the other two question types shiomiar findings.
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Figure 1: Probability estimates as a functiom ahd p-value for the certainty question The bad&cate
standard deviations.

Two main conclusions can be drawn from the datdaass the certainty question is
concerned: First, even if, p-value and question type are taken into accoum,Vériations
between probability estimates are large when releiéhe range of possible probability estimates
(0% until 100%). This indicates large variation$vieen subjects. The second conclusion is that,
despite these large variations, clear estimatitfierénces can be found wheris varied and the
p-value is fixed. In the next paragraph, we willdecn that relation.

The observed effects due ppand n indicate that the probability estimates were not
completely random, which would be the case if stiisjevere not able to perform the estimation
task. Increasing probability trends were found Miited p and increasing. This does, of course,
not necessarily mean that this holds for everyestibjWe can get more insight into this matter
when we look at all triads1€10, n=50 andn=100) for everyp-value and question type for every
person. These triads can be increasing (just ageheral trend showed), decreasing, equal, or
inconsistent (meaning that the probability estinfaten=50 was not between the estimates for
n=10 andn=100). Table 1 shows that a large proportion okéhriads showed an increasing
trend, whereas there are only small minorities tfee decreasing trend, equal estimates and
inconsistent estimates. Only 12% of all estimatesewn agreement with the results from our
simulation study, based on a uniform prior disttid of the population mean.



ICOTS-7, 2006: Hoekstra, Kiers, Johnson and Groenie

Table 1: The direction of the triads=10, 50 and 100), when p-value and question typdixed. Bold
percentages represent estimates in agreementhsithirhulation study outcomes.

Trend:
Monotonic increasing Monotonic decreasing  Equal estimates  Inconsistent estimates
Probability:
Certainty 64% 4% 15% 18%
Renlicatior 50% 9% 15% 26%
Extrapolaion 48% 6% 18% 27%
DISCUSSION

We asked psychologist to estimate probabilitiesttore questions highly relevant for
interpreting research, whileand thep-value were varied. The data were characterizelkhtne
differences between subjects, making it unlikelgttpeople have comparable interpretations
when presented with the same data as far as the tfuestions (certainty of an effect in the
population, extrapolation to individual cases agulication) are concerned.

These findings seem somewhat disturbing for sdiemgractice. We would argue that a
researchers’ interpretation of a study should astlgartly depend on the interpretation of the
presented statistical results. As our results shibase interpretations differ widely. It could be
that researchers consider more variables than thayh and p-value, which were the only
variables given in our experiment. We cannot exeltids possibility, but we regard it unlikely
that adding other statistics, for example mearendstrd deviations- or F-values (frequently
given statistical information in articles), woukehld to radically different results.

It was found that, in general, the three probabégtimates were higher with largeand
fixed p. A possible explanation is that subjects nses a measure of reliability of the study, and
use this information to interpret thevalue. This, however, ignores the fact that phealue
already includes the value of
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