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1. Introduction

Development of quality control

Modern or Statistical Quality Control (SQC) took the first form in 1930s in
the U.S. when W. A. Shewhart of Bell Telephone Laboratory applied the
Control Chart invented by him to American industries. The modern statis-
tical theories originated in the U.K. and the application of them to SQC
was attempted as early as 1935. In Japan, the study of the modern statis-
tics was engaged before the War by a limited number of researchers. The
U.S. Armed Forces stationed in Japan after the War were concerned with
the low and erratic quality characteristics of Japanese communication in-
struments and facilities.

From around 1950, SQC utilizing the Control Chart and the Sampling In-
spection came to be used in many Japanese plants after the line of Dr. W.
E. Deming. QC was first engaged only by engineers and factory workers.
The original concept of QC was such that the conformity of quality could
be assured through inspection, which is referred to as the Inspection-
oriented QC.

If goods of non-conformity result continually from the production process,
a rigid inspection process would become uneconomic. It is to be preferred
to reduce the number of goods of non-conformity by means of eliminating
negative factors in the production process. This stage of QC is called the
Process-control-oriented QC.

Problems concerning reliability, safety and economy of products as well as
of failing design and unfit materials cannot be solved only by the QC ef-
forts of the production department. These problems are to be dealt with by
a comprehensive QC containing the phases of development, plan and design
of new products. This stage is called the Design-oriented QC.

Features of Japanese quality control

The present Japanese QC are represented in the following six items. Re-
cently, some enterprises in other countries follow the similar lines of QC.

1) Company-Wide Quality Control (CWQC), which indicates the QC with all
the departments and employees of a corporation participated; .

2) QC with emphasis on education and training for all the employees from
top managers to workers;
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3) Quality Control with QC circle activities;

4) Quality Control with QC audits, by the president of the concerned cor-
poration and by the Deming Prize Committee, whose members are com-
posed of academic and research specialists from non-profit organiza-
tions; :

5) QC with effective utilization of statistical methods;

6) Promotion of QC activities by the way of nation-wide movements.

In this paper we shall deal with Items 2) and 5) and illustrate several
cases in automotive industries.

2. Quality Control Education Scheme

Very few educational programmes have ever been devoted to rearing QC
experts in Japan. Presently, consultation specialists in the QC have had
the educational backgrounds of chemical, mechanical, electric, electronic
or industrial engineering. Only a small number of them have majored in
mathematics or mathematical statistics.

Table 1. Main Education Courses for 1986 of JUSE

Courses Tera(t)  Enrol./t  Freq./yr
days hours

{QC in general}

1. Comprenensive Basic Course 30 200 150 7
2. Elepentary Basic Course 8 50 150 6
3. QC Top Hanagement Course 4 29 85 5
4. QC Executives Course 4 2 98 6
5. OC Hiddle Managesent Course 12 8 135 g
8. Basic Course for Foremen 8 41 110 15
7. TC Instructor Course 8 43 135 4
8. GC-Circle Instructor Course 8 60 110 20
8. OC-Circle Leader Course 3 26 110 39
(Specific Topics)
1. Dasign of Experizent (DE) 30 189 100 2
2. Elesentary Course in DE 8 54 140 7
3. Elesentary Hultivariate Analysis 4 24 100 3
4. Advanced Hultivariate Anslysis 3 18 90 1
5. Relimbility 15 103 100 3
8. Elesmentary Relisbility 4 28 100 7
7. Manegement Course in Reliability 4 24 100 3
8. FHEA-FTA 2 13 130 11
9. Design Reviev 3 18 100 8
10. Operations Research 30 190 50 1
11. Marketing Resemrch 17 110 90 1
12. Sensory Inspection 11 67 60 1

A number of QC education courses are held every year for staff members
of all ranks of enterprises by institutions like JUSE, JSA etc. As an
example, the education courses for 1986 of JUSE are shown in Table 1.
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Table 2. Curriculum for Design of Experiment Course

Subject No. of Unics* Subjece Ro. of Units

0. Preliminary Course (2)° 5. Techniques for Planning
Stacistical Mathods 2 end Dasigaing Produccs (11)

1. Tncraductien (4) DE for designing 3
Bagic Concept 1 Q;;:‘:‘z Daploymanc 3
Factor and Lavel 1 EMEA/FTA LY
D:t::::oduction Analysis of Process

Capabilicy 2
Use of DE

6. Spacific Topics (9)
Signal-to-Noise Ratio
Multivariate ANOVA

2. Dasign and Anslysis
of Experimencs (22)

Multi-way Layoucs 5

Split-ploc Dasigns 2 Usa of Micro-computer

Use of Orchogonal ; Analysis of Sensory

Arrays g Inspeccion Daca 1

Incomplece Block Dasign 2 Explotacory Data

Composite Designs 2 Analysis

Analysis of Practical Examples 2

Cataegorical Daca 2 Special Lactura = 1
3. Use of Supplemantary 7. Exercises aand Othars (11)

Variables (3) DE Game

Regrassion Analysis 3 {Group Compatiticn) 2.5
4. Theory (3) - Exercisas 5

Linear Statisecical Group Discussiaons

[nfereace L Concluding Remarks 0.5

« A unit denotas 3-hour lecture and/or praccica.

Table 3. Curriculum for Elementary and Advanced Multivariate Analysis
(MA) Courses ' :

Elementary MA course ) Advanced MA course
Subject No. of Units Subiject ) No. of Units
What is MA 1 Multiple regression 1
Simple regression and PCA
Multiple regression (MR) 1 Discriminant Analysis 0.5
(p*=2) Cluster Analysis

Principal Component 1 Multi-dimensional scaling 1

Analysis (PCA) and correspondense
Selection of variables 1 analysis

in MR - Outlier detection and 1
Computer Program Package 0.5 regression diagnostics
Quantification Method I 1 Use of Micro-computer and 1

. : Large~scale computer

Exploratory Data Analysis 1 (SAS)
Discussion 0.5 Discussion L 0.5

% P denotes number of explanatory variables.

Specific curricula for the courses, "Design. of Experiment" and "Multi-
variate Analysis", are presented in Tables 2 and 3. These educational pro-
grammes tend to illustrate various statistical techniques, which could be
applied to respective occasions of industrial activities. It is, however, to
be favored that those techniques are incorporated into a whole set of
analyses of the existing procedures for locating ill-functioning processes.
A following step is to modify or to relieve the failed processes, in which
the statistical techniques could be an important tool for implementation.
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Fig. 1. Problem-solving paths
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Fig. 1 will help to explain the problem-solving paths in the QC Education
Scheme. In Approach 1 the goods of non-conformity (bad effect) resulting
from a failed process (ill cause) are excluded or adjusted in an additional
process to make satisfactory goods. The approach does not deal with the
very cause so that the first-hand production of non-conformity goods con-
tinues. The cost of production cannot be reduced. In Approach 2 the
cause-effect diagram is introduced to list plausible causes. Every measure
put forth by all QC-circle members is undertaken for improving products.
This approach works normally to the desired effect, but it provides no in-
formation on the whereabouts of failed processes. A series of excessive
measures is very often taken up consequently, which leads to an added
cost of products.

In Approach 3 every failed process can be located through an effective use
of the multiple regression analysis on existing data and the design of ex-
periment. This approach can indicate the processes which cause non-
conformity goods. It will be able to lead to a complete elimination of failed
processes and also to reduce non-conformity goods by a great degree.

3. Utilization of Multivariate Analysis Techniques

The author' and five mechanical engineers have recently published a book
entitled "Application of Multivariate Techniques in Automotive Industry
Those coauthors work for Toyota Motors and related companies. Elght
cases from the production processes are dealt with in the publication. Re-
ferring to the book, the author illustrates examples of the utlllzatlon of
multiple regression analy5|s and related techniques.
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Case 1. Estimating optimum painting conditions of the body of a motor-car
Fig. 2. Cause-Effect Diagram for Painting Efficiency‘
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The painting efficiency y ( = amount of paints coated/amount of paints
sprayed ) is influenced by the quality and quantity of paints sprayed,
spray methods and ambient conditions as shown in Fig. 2. We have found a
model for estimating y by four variables — temperature of paints xg, dis-
tance of spray gun x4, spread of sprayed paints xg and sprayed
amount x7 - selected from 10 variables by using n = 38 observations.
Table 4 shows several statistics for the best seven subsets with each speci-
fied number of variables. The "best" means the smallest values of Residual
Sum of Squares (RSS) and the seven subsets are arranged in the in-
creasing order of RSS values. Prediction Sum of Squares (PSS) and RSS
are defined by

2

. ~ 2
RSS =23, (yi - ¥i ), PSS =25, byi - Vi%)

where 9; and y;* (i=1,2,...,n ) denote, respectively, the regression
estimates derived from n observations and those from n-1 observations ex-
cluding the i-th observation. The author normally recommends adopting
the subset with the minimum value of PSS. '
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Table 4. Statistics for the "best” Seven Subsets
with Each Number of Variables

Husber of P-valuos for testing migniflcanca of
w:l:hln the coaffictanta of sslsctad variables
in Subsats PSS RSS Aoz _ R'sw2 R'iwn2 1 2 3 4 6 67 B 8 10
; 3103.85 2849.3 D.3775 0.3602 0.3438 . 10~
3523.68  318B.2 0.3034 0.2841 0.2657 10-
1 3534.33 3595.3 0.2145 0.1926 0.1719 8.8
4086.50 3720.4 0.1854 0.1628 0.1413 8.2
4644.17  4186.5 0.0853 0.0899 0.0358 3.4
4 .87 4213.77 0.0793 0.0538 0.0295 : ) : 3.1
491665  4342.85 0.0511 _ 0.0248 -0.0002
43.75 2043.07 0.5536 D.5281 0.603% 0~ 10~
789.09  2411.21 0.4732 0.4431 0.4145 0- 6.4
096.73 640.7 0.4230 0.3901 0.3588 2.8 o-
2 106.55 2713.7 0.4071 0.3732 0.3411 1.7 10-
223.07 2773.0 0.394} 0.3585  0,.3267 o~ 1.0
269,79  27B7.4 0.3910 0.3562 0.3232 5.0 10~
269.87 2008, 1 0.3868 }.3514  0.3181 4.7 0-
035.45 1611, 8! D.6478 .61687 0.5872 0~ [:3d
422.78 1832.1 5779 5406 0.5083 2.0 -~ 0-
433,85 1964.3 5708 330 0.4570 - 0~ 1.4
3 77 1967.87 5700 321 0.4861 -~ 1.3 10~
2514.65 1968.47 5699 0.5320 0.4960 - 0- 1.3
2483.36 19B0,14 0.5674 0.5292 0,4930 1.1 - 0~
| _2620.55_ 204047 5542 . 0.5148_-0.4775 | 0.0 - 0- :
924,93 1467.9 .6793 .6404 0.6035 - 0~ 3.2 10~
987.03 12.8 6695 L6294  0.5914 2.2 ~ O~ 10~
084,12 48. 5! 6617 206 0.5817 ~ o~ 8.9 1.4
4 254.32 568.1 6596 83 D.5792 - 1.1 10~ 8.7
205.84 03,2 6497 &07 0.5670 - 0~ 5.0 0.2
72.59 11.2 648 L6083 0.5648 0.0 - 0~ 8.8
94,36 161)1.B7 0.6470 0.6051  0.5646 0.0 - 0= :8
23.66 17.62 £90. .641 0.5960 0~1.1 10- 3.2 }0~
29,18 421.2D0 689 .6410 0.5949 o- 0- 2.9 9.8 1.1
4.88 423.49 689 D.6404 0.5843 1.0 10~ 0- 2.0 10-
3 0.76 440.17 685 0.6362 0.5895 2.4 10~ a- 0~ 1.6
014.43 447.05 6838 0.6344 0.5076 0.6 0~ 0~ 3.6 j0~-
036.85 451.08 6830 0.6334 0.5874 0.4 0- 0- 3.5 6.8
.| 2042.23 1a56l46 _ 06018 06321 _ 0;5849 0:____10- 32 13- 0.3
170.80 28.83  0.7060  0.6490 " D.5950 8- 1.7 165 2.77106- 1,
008,98 60.00 0.70} 0.6433 0.5884 1.2 10~ a- 1.6 10- 1.3
4.48 73,71 0,699 0.6410 0.5887 2.1 10~ 1.5 10~ 0~ 2.2
6 2.07 82,22 0.6%8 0.6386  0.5841 6.8 10- 0.9 J0~ 2.0 10~
1.74 04.64 0.697 0.6389 0.60834 1.6 [ a- 4.7 6.3 1.6
0.26 90,56 0.696 0.56374 0.6816 0.7 0~ 0- 3.4 10~ 1.3
2080.34 1398.70  0.6955 _ 0.6386  0.5H08 : 1.4_10= 8- 1.9 18- 0.7

The left half of Table 4 is for PSS, RSS and squared multiple correlation
R?, its adjusted value by degrees of freedom R'? and its doubly-adjusted
value R"? derived from the expected value of PSS. The minimum value of
PSS is shown 1924.93 in the subset with four variables mentioned above.
In the right half of Table 4 are indicated the F-values for testing
significance of the partial regression coefficients. 10- denotes that the
F-value is larger than 10. The model becomes explicitly,

y = 80.39 - 0.93x4 - 4.38xg - 0.032x7 - 0.45xg, R? = 06404.

The scatter diagram of 38 residuals yj - yj and regression estimates
y; reveals an outlier, which is excluded in the calculations to follow.

The similar analyses were also conducted on the other two criterion vari-
ables related to thickness of coating. It is found that the models for these
two variables can be expressed by the same four explanatory variables as
the painting efficiency.

Case 2. Analysis of gear noises of transmission

Sensory tests on gear noises of transmission by workers were conducted
for discriminating two groups "Conformity and non-conformity”. This sort
of tests is laborious and the reproducibility is open to question. In this
study, measurements of sound pressure at 28 frequencies were used for
calculating stepwise discriminant functions and 5 frequencies at 40Hz,
160Hz, 630Hz, 2.5KHz and 10.0KHz were chosen as the most appropriate
frequencies.
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Fig. 3. Group Means of Sound Pressure at 28 Frequencies and
Their Coefficients in the Discriminant Function
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1) Mark o designates the variables selected by stepwise
discriminant analysis
2

Coefficient of each variable in the discriminant function
using 28 variables.

3) t-value is used for testing the significance of the coefficient,
HUTLIO08) =20,  1(71:001) =266

Fig. 3 shows the means of the two groups and their difference for each of
28 variables as well as the coefficients of the 28 variables in the
discriminant function with corresponding t-values for testing their
significance. It is interesting to note that at the above five frequencies
both the differences of two-group means and the t-values are distinctly
larger than those at other frequencies. This result has led to the design of
an instrument for discrimination as shown in Fig. 4.

Fig. 4. An Instrument for Disciminating Gear Noises of Transmission
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Case 3. Analysis of deficit in diecasting work

Table 5. Data with Category Numbers of 6 Items (factors)

Lond

J<

Llr-

1 -t
kAR

Note: The bracketed observations have the same
combinacion of cacegories. The differences of
these data are used in escimacing the varlauce
of pure error.

No. AHBCODEF H
I 11111 lem 9.8
2 122222 ~-1.9
3 111331 2.7
¢ 111321 4.2
5 122332 0.3
§ 113112 7.1
7 111331 %4
8 12211 1~ 4.4
9 1331321 2.4
10 111111~ 13.5
11 12222 2w -3.3
12 123331 5.5
13 111221 3.8
14 122231 -g.1
15 123112 11.0
1 tri133z2 1.2
17 122131 b~ 0.5
18 13322% 5.9
19 212211 -1.3
20 21213 1m -3.7
28 231322+ ~14.3
22 21223124 1.7
23 22332171 -3.2
24 23:131 -12.3
s 22322 1.1
26 213132 3.6
7 231221 -3.3
28 212131 0.8
29 212131~ 2.2
@ zz232:11: |} -2.3
31 z3ir3zz l -10.7
32 21221 20— 5.3
33 22332 e 3.9
34 23113 t———- ~3.0
33 212321 9.8
3 223132 -5.5
37 231111 -10.3
38 313122 -1.1
9 -321231 -3.5
40 332311 .7
4 313231 .2
321312 .1
332121 3
313311 .6
321121 9
332232 .0
313222 N
3212131 .9
332311 .5
313331 .5
332121 .1
31331L .
13223

{ -
pa
N

.

T

The fractional-factorial design with 6 factors each at 3 levels was originally
planned with the resulted specific weight data (coded) representing the
degrees of deficit as shown in Table 5 but a few combinations of levels
were proved to be difficult to realize. The resulting 53 combinations do not
guarantee the orthogonality of the six factors. The comprehensive analysis
of such complicated and incomplete data is conducted on computers by
using "Quantification theory of the first type" of Hayashi, which can be
considered as the "Multiple regression analysis for categorical data", or
"Analysis of multi-way classification data with unequal numbers of observa-
tions in cells".
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Table 6. An lllustration of Computer Output by Haga
(Quantification Method of the First Type)

Item(factor) No; of Co%:esponding t-value Partial
Category observations | Differences in Scores Range Correlation

1 (4) Score by 1 2 3 6.141 0.464
1l 18 3.185 0.000 3.241 1.623 .
2 19 -2.956 6.141 0,000 -1.502
3 16 -0.072 3.257 -2.884 0.000 L ’

2 (B) 1 2 3 8,033 0.551
1 23 3.461 0.000 2.426 3,947
2 16 ~0.974 4.436 0.000 1.636
3 14 -4.572 8.033 3.598 . 0.000

3 (C) 1 2 3 2,077 0.176
1 16 -~0.846 0.000 -0.205 -1.047
2 19 -0.454 | -0.392 0.000 -0.896 ]
3 18 1.231 | -2.077 -1.686 0.000 '

4 (D) 1 2 3 0.942 0.076
1 18 -0.001 0.000 -0.268 0.218
2 15 0.539 | -0.539 0.000 0.489
3 20 ~-0.404 0.403 0.942 0.000 :

§ (E) 1 2 3 1.882 0.160
1 16 0.878 0.000 0.302 0.998 '
2 18 0.279 0.599 0.000 0.684
3 19 -1.004 1.882 1.283 0.000

6 (F) 1 2 0.753 0.072
1 35 0.255 0.000 0.455 : :
2 18 -0.498 0.753 0.000

The computer output is illustrated in Table 6. The score b represents
the effect of the j-th category (level) of the i-th ltem (factori subject to
the condition:

g, njj bjj =0 for each i,.

where njj denotes the number of observations in the concerned cate-
gory. In”the middle three columns for the differences in the scores and
their t-values, the lower off-diagonal elements for item A ‘indicate the dif-
ferences in scores like bqq - bz = 3.185 - (-2.856) = 6.141. The
corresponding t-values are given in the upper off-diagonal elements.

Fig. 5. Change of PSS and R"? with Number of items
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Selection of item in place of selection of each dummy variable is performed
through the algorithm newly-developed by T. Haga of Science University
of Tokyo. The progressive results in the intermediate steps are summar-
ized in Fig. 5. The model accommodating only two items, temperature of
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melted aluminum: (factor B) and speed of moulding (factor A), is proved to
give the best subset by the criteria R'?>, R"? and PSS..

The above illustrations display clearly the characteristic points of our data
analysis, which are summarized as follows:

1) Unbalanced data often derive from failed experimental designs. They
can, however, be analysed by so-called "quantification methods”, which
are multiple regression and discriminant analyses for categorical data.

2) The model (or variable) selection in multiple regression analysis and de-
tection of outliers are not connected normally with unique solutions.
This is the characteristic of "Exploratory Data Analysis (EDA)".

3) The application of EDA will promote the development of SQC. The cases

illustrated could serve as examples of methods to be adopted in such
studies.

4, Concluding Remarks

The application of statistical methods should not be left exclusively for QC
experts. Extension of the use of statistical techniques to those who con-
cern the quality is required since data are acquired in their normal line of
work. However, their understanding on the significance of data acquisition
seems the least developed. Collecting data in the daily work could be deci-
sive in reducing non-conformity goods. It is generally recommended that
the collectors of data be supplied with 5W1H on their work: Who, When,
Where, What, Why and How.

The educational . programmes should include simple methods of graphical
display and data analysis on the personal computer for general engineers.
The advanced statistical analysis by use of program packages such as SAS
on large-scale computers might be reserved in the educational programme
for a fairly limited number of engineers. v

394



