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This paper describes the development and validatbrthe Reasoning about P-values and
Statistical Significance (RPASS) scale. The RPA&Sdesigned to support future research on
students’ conceptual understanding and misundedétgnof statistical significance and the effects
of instructional approaches on this understandiAffer expert content validation and testing, the
27-item RPASS-4 was administered across five intimdy courses at California Polytechnic State
University (N = 224). Respondents answered 16 oft@ns correctly, on average. This paper
reports evidence of construct validity, both cogesit and discriminant validity evidence (n = 56).
However, internal consistency reliability was low € .42, N = 224). A subset of 15 items was
identified with expected coefficient alpha of .66rbmoving items with low corrected item-total
correlations. Implications for future developmentiaesearch are discussed.

INTRODUCTION

Leading statisticians and statistics educators maoend that educators emphasize the
conceptual understanding Bfvalues and the logic of inference in the first rseu(Cobb, 2005;
Franklin & Garfield, 2006; Moore, 1997). Literatufi@m education, psychology, statistics, and
statistical and mathematics education suggestseintial concepts are commonly misunderstood
by students and misinterpreted by some researchimwsever, there are no instruments with
reported evidence of validity and reliability tregsess how people understand and misunderstand
this topic. The goal of this research is to devedog validate a new assessment instrument for
statistical education, the Reasoning alf®walues and Statistical Significance (RPASS) scCHie.
intended use of the RPASS is to facilitate reseamh students’ understanding and
misunderstanding of inference and the effect dfiresional approaches on this understanding.

BACKGROUND
Studies about understanding and misunderstandih@svalues and statistical significance
Literature documenting the use and misusePefalues and statistical significance is
extensive (e.g., Cohen, 1994; Kline, 2004; Nickersg000). In the recent literature seven
observational studies offer empirical data suppgrtilaims that misunderstandings are common
and persistent (Falk & Greenbaum, 1995; Haller &u&, 2002; Mittag & Thompson, 2000;
Oakes, 1986; Vallecillos-Jimenez & Holmes, 1994]Kéfison & Olson, 1997; Williams, 1999).
None of the studies using questionnaires, itemsister surveys reported evidence of score
reliability or validity of item content. Many stugB used too few items to sufficiently assess the
content domain. Fourteen difficulties culled frohistliterature are summarized in Table 1 and
grouped into four categories. These difficultieanied the preliminary test blueprint for the
RPASS.

What do we want students to know?

In addition to understanding difficulties peoplevlait is important to define what students
should know. Some statistics education professsohaVle found it useful to think of instructional
outcomes using the taxonomy of statistical litera®asoning, and thinking (see Ben-Zvi and
Garfield, 2004). Instructional outcomes from theolBofor Teaching and Assessing Statistical
Inference website (Garfield, delMas, & Chance, 2008re mapped to this taxonomy and added to
the test blueprint. RPASS items assessing statistiteracy might include recognition of
definitions, symbols, and graphical representatiafisP-values and statistical significance.
Statistical reasoning items might require interipgetresults, making comparisons, and making
connections between concepts relatedP4ealues and statistical significance. Statisti¢ahking



items might require students to connect significasults to the broader context of a statistical
investigation.

Table 1
Classification of Difficulties Understanding P-vaki& Statistical Significance
Category Difficulties Selected references

Misunderstanding Bsic terminology and concepts
B-1 Confusing basic language and concepts ofenfze Batanero, 2000

Williams, 1999
B-2 Believing theP-value is always low Williams, 1999
Confusing_Rlationships between inferential concepts
R-1 Confusing test statistics B-values Williams, 1999
R-2 Confusing samples and populations Mittagh&mpson, 2000
R-3 Confusinga and Type | error rate or significance  Haller & Krauss, 2002
level with theP-value Mittag & Thompson, 2000
Williams, 1999
R-4 BelievingP-value is independent of sample size Mittag & Theomp 2000
Wilkerson & Olson, 1997
R-5 Believing reliability isl — Pvalue Daniel, 1998

Haller & Krauss, 2002
Mittag & Thompson, 2000
Oakes, 1986
Misapplying the logic of statistical inference
L-1 Misusing Boolean logic of contra-positive proof =~ Batanero, 2000
(a—b and notb, then nota) (deterministic) Falk & Greenbaum, 1995
Oakes, 1986
L-2 Misusing Boolean logic of converse¢b replaced Batanero, 2000
with b—a) (logic error)
L-3 ThinkingP-value is probability chancsausedesults Daniel, 1998
or “probability due to chance”

Misinterpreting thé>-value as the probability of the truth or falsityHypotheses
H-1 Misinterpreting theéP-value as the probability the Falk & Greenbaum, 1995

alternative hypothesis is true Haller & Krauss, 2002
Oakes, 1986
H-2 Misinterpreting th@-value as the probability that Falk & Greenbaum, 1995
accepting the alternative hypothesis is false Haller & Krauss, 2002

Williams, 1998, 1999
H-3 Misinterpreting thé>-value as the probability the nullFalk & Greenbaum, 1995

hypothesis is true Haller & Krauss, 2002
Oakes, 1986
H-4 Misinterpreting thé>-value as the probability the nullFalk & Greenbaum, 1995
hypothesis is false Haller & Krauss, 2002
Oakes, 1986

Note.Each of the difficulty categories are linked to one orem®PASS items later in this paper.

Research questions

Existing research instruments in statistical edooatlid not address all of the identified
content (e.g., Garfield, 2003; Allen, Stone, Rho&Murphy, 2004; delMas, Ooms, Garfield, and
Chance, 2006; delMas, Garfield, Ooms, & Chanc@ress). A research instrument with reported
psychometric properties is needed to assess uaddnsg and misunderstandings abBuialues
and statistical significance. Based on previousaesh about this topic, and what has been learned
about developing research instruments in statisticeation, two questions were posed:



Question 1Can a research instrument be developed, validated,piloted to produce sufficiently
reliable scores and thereby facilitate future resdain students’ understanding of and
difficulties with reasoning about P-values and istital significance?

Question 2What does the proposed RPASS instrument indicateat atudents’ understanding and
reasoning about P-values and statistical signifioa®

METHODS
Phases | - llI: Instrument development and contatilation

During Phase [, the preliminary test blueprint wigseloped based on difficulties culled
from the literature. RPASS items were modified frimar multiple-choice items selected from the
ARTIST (Assessment Resource Tools for Assessingstal Thinking) website available from
https://app.gen.umn.edu/artisthe multiple-choice options were converted totipld true-false
item sets to improve reliability and validity (Doimg, 1992). The resultant four problem scenarios
and 16 true-false items were reviewed by statigtthscation advisorgi(= 5). One item was added,
and the 17-item RPASS-1 was piloted at the Unitiersi Minnesota the end of fall semester 2004
(N = 333). There was little variation between scdresveen the four courses tested (Lane-Getaz,
2005). Five correct conceptions and 12 misconceptivere assessed.

In Phase Il the blueprint was revised per the amgditerature review. Learning goals for
teaching P-values and statistical significance were addednfrine Tools for Teaching and
Assessing Statistical Inference website (Garfieldal., 2005). Items were added or modified to
meet new goals. RPASS content was classified liistatal literacy, reasoning, or thinking. After
review with the five statistics education advisar5-item RPASS-2 was produced, assessing 7
correct conceptions and 18 misconceptions.

During Phase Il the RPASS-2 was administeredudesits at California Polytechnic State
University (Cal Poly) the end of winter quarter BOGreedback from testing and 13 student
interviews 6 = 61) produced the 25-item RPASS-3A. Next, conteas validated by 10 subject
matter experts from four colleges and universiti€&perts recommended that redundant
misconception items be removed and more correategion items were written. After two rounds
of feedback and individual interviews with eacteraall ten expertagreedor strongly agreed
that the 28-item RPASS-3Cassessed the stated learning objectives or misptons.
Deleting one additional redundant item produced 2fieitem RPASS-4, assessing 13 correct
conceptions and 14 misconceptions (Lane-Getaz,)2007

Phases IV - V: RPASS large scale class testing

Setting and participants

The data in this paper were collected at Cal Palyng spring quarter 2006. A sample of
224 students from five introductory statistics cas completed RPASS-4 (see Tables 2 and 3). Of
56 students who completed two additional instrusiémtassess construct validity, 37 were AgStat
(statistics for agriculture) and 19 LibStat (stédisfor liberal arts) students.

Table 2
Number of RPASS-4 Respondents by Class Standingtatistics Course

RPASS-4 respondents by course

Respondent Week 10 of 10 Finals week
class standing BusStat SciStat LibStat AgStat MathStat  Total
Freshman 24 21 19 13 2 79
Sophomore 5 27 6 15 2 55
Junior 12 19 6 19 5 61
Senior 3 5 3 8 4 23
Other 0 1 0 0 0 1
Not specified 1 0 1 2 1 5

Total 45 73 35 57 14 224




Table 3
Number of RPASS-4 Respondents by College MajoBtaistics Course
RPASS-4 respondents by course
College where Week 10 of 10 Finals week
respondent majors  BusStat SciStat LibStat AgStat MathStat Total
Architecture &

environmental design 10 0 0 3 0 87
Agriculture 3 36 6 42 0 13
Business 22 1 1 1 0 25
Engineering 0 1 0 0 0 1
Liberal arts 5 0 21 7 0 33
Science & math 4 35 7 2 13 61
Did not specify 1 0 0 2 1 4
Participated/invited 45/67  73/108 35/43 57164 24/1 224/296
Participation rate 67% 68% 81% 89% 100% 76%

Note.?BusStat = Statistics for business, SciStat = Statifsiicscience, LibStat = Statistics for liberal arts,
AgStat = Probability and statistics for agriculture,tiVBgtat = Statistics for mathematics.

Instruments used to assess construct validity

Convergent and discriminant validity evidence wabected using instruments and items
from the ARTIST website. Since no criterion measexisted, a five-part open-ended item related
to P-values and statistical significance was selecte@dminister concurrent with the RPASS
during finals week. This open-ended item was use@xamine convergent validity. A second
instrument, the 14-item Bivariate Quantitative Dettpic scale was administered during week 9 to
examine discriminant validity.

Procedures

RPASS-4 was administered online across five intctmhy courses over the course of two
weeks. Participants were tested in the same 2iwsthh. Depending on the instructor, students
earned extra credit, homework credit or final exgomnts for participation. Items were summarized
across three dimensions: correct conceptions asdoméeptions, the four content areas defined by
the blueprint, and the three learning goals fotittes instruction. The mean proportion of correct
responses was computed by first computing the rpegportion of correct responses by item, and
then computing the means of these proportionsdoh ef the three item groupings.

Construct validity evidence was gathered in twotted five coursesn(= 56). Pearson
product-moment correlations were computed betwieeropen-ended item ratings and the RPASS
to provide convergent validity evidence. Correlgtitne Bivariate Quantitative Data topic scale
with the RPASS provided discriminant validity evide.

RESULTS AND ANALYSIS
RPASS-4 results

Respondents answered 16 of 27 items correctly,verage, with standard deviation of 3
items (N = 224). Table 4 summarizes the mean proportionoofect responses across three item
grouping and the number of items per item groupiradle 5 reports the mean proportion of correct
responses (RPASS-4 item difficulties) and the atee:item-total correlation by item. The learning
goals and correct conception or misconception asgeare also identified. Items are sorted by
difficulty within blueprint category.



Table 4
Mean Proportion of Correct Responses and Numbéeofs by Three Item Groupings: Correct
Conceptions and Misconceptions, Content Areas L&adning Goals (N = 224)

Three item groupings Mean proportion correct/(;)
Correct conception and misconception items
13 Correct conceptions .66
14 Misconceptions .55
Content areas defined by the test blueprint
13 Basic literacy .68
6 Relationships between concepts .55
4 Logic of inference .48
4 Belief in the truth or falsity of hypotheses 55,
Learning goals for statistics instruction
9 Statistical literacy 71
14 Statistical reasoning 57
4 Statistical thinking .48

Table 5
RPASS-4 Proportion Correct Responses, Corrected-tteal Correlation, and Alpha-if-item-
deleted, sorted by Proportion Correct within BluipiCategory ¢ = .42, N = 224)

RPASS-4 correct conception (C) or  Blueprint Proportion Item-total q-if-item
misconception (M) category correct SD correlatiod deleted

5. Smaller th&-value c B1° .78 41 .26 .380
19. Large difference or effect C B-1 .76 43 21 .387
15. P-value as always low M B-2° .76 43 .32 .368
25. Simulation definition C B-1 .75 43 .09 .408
10. Strong statistical evidence CB-1 74 A4 24 .381
12. P-value as rareness measure CB-1 74 44 24 .381
1. Textbook definition C B-1 74 44 .23 .383
7. P-value in sampling variation C B-1 72 45 .06 414
3. Lay definition C B-1 .69 46 A1 404
17. Practical significance C B-1 .67 A7 -. 06 435
2. P-value dependence on alternative cB-1° .54 .50 .10 .406
16. Weak statistical evidence C B-1 .53 .50 .06 414
6. P-value and standard error M B-1 46 .50 .02 424
18. Type | o andP-value M R2 .67 A7 42 342
13. Test statistics arijivalue M R-1 .65 .48 .08 411
26. Sample and population M R-2 .63 48 14 .399
8. Confidence interval and significance CR-6 .58 49 -.16 457
24. Reliability andP-value M R-5 40 .49 .01 425
27. Sample size and significance CR-& 37 48 A1 404
11. Chance as cause of results ML-3 .69 46 .32 .364
4. Conclusions and study design ML-4 51 .50 .18 .390
14. Converse as true M L-2 .37 48 .18 391
9. Inverse as true M L-1 .35 .48 -17 .457
23. Probability: alternative is true M H-1 .61 49 .07 412
22. Probability: alternative is false M H-2 .60 49 -.08 442
20. Probability: null is false M H-4 .55 .50 15 .396
21. Probability: null is true M H-3 A4 .50 -.15 456

Note.RPASS-4 mean difficulty 16 correct / 27 items = 8D,= 3 items; assessed 13 correct conceptions, 14
misconceptions’Corrected item-total correlation removes item contributiomftotal.°Three-option item.



Reliability

The RPASS-4 reliability across the five introdugtocourses was low (Cronbach’s
coefficienta = .42,N = 224). Thus, 42% of the variation in RPASS scoraddcbe attributed to
true score variation. The remainder of the vanmtould be attributed to measurement error.

Validity

Pearson'ss was used to compute correlations to examine agctstelated validity. The
instrument used to assess discriminant validity lbadreliability for this subgroup; therefore, the
discriminant correlation was corrected for attermmt In addition, both convergent and
discriminant correlations were further correcteddtienuation due to the low reliability of RPASS-
4. Table 6 presents these uncorrected and correatelity coefficients as off-diagonal elements.
The on-diagonal elements are the instrument réitiasi for the Bivariate Quantitative Data topic
scale and RPASS-4. The proportion of rater agreeimeaported for the open-ended item.

The uncorrected convergent correlation was poséive statistically significant but weak.
The discriminant correlation was very weak, and st#tistically significant. Correcting the
correlations for attenuation, yielded a more moecarrelation, suggesting the low reliability of
RPASS-4 scores constrained the convergent compariseasure. However, the discriminant
correlation remained weak, even after correctiome Tack of correlation with the discriminant
measure discredits plausible rival interpretatiersich as general statistics knowledge or general
intelligence — to explain relationships found. Rerimore, testing methods do not explain
correlations (or lack of correlation) found. That the dissimilar Bivariate Quantitative Data topic
scale was online as was RPASS-4; whereas the omlrddtem with more similar content was
administered via paper and pencil (Campbell & Fisk®@59). The pattern of validity coefficients
provides some evidence that RPASS-4 measures $iredleonstruct.

Table 6
RPASS-4 Reliability and Validity Coefficients fayStat and LibStat Respondénts

Convergent Discriminant

Concurrent Bivariate
five-part open-  Quantitative 27-item
Instrument ended item topic scale = RPASS-4

Open-ended item proportion of rater agreement .82 (88
Bivariate Quantitative Data topic scale

Pearson’s .20 25 (57f
Corrected for comparison attenuatior —
Corrected for RPASS-4 attenuation .29
RPASS-4
Pearson’s .38** .09 A6
Corrected for comparison attenuation — .18
Corrected for RPASS-4 attenuation .56 .27

Note. %0ff-diagonal elements are validitp, = 56 listwise unless otherwise noté&ample size noted in
parentheses‘internal consistency reliability estimated using Cronkmctoefficient alpha.Internal
consistency reliability estimated using K-R 20.p%® .01, 2-tailed

Investigating RPASS-5 reliability and validity

An item analysis was conducted to identify a sulidettems that might have higher
internal consistency reliability. Using Phase IMajal2 items were iteratively removed from the
scale with corrected item-total correlations ldemnt.15. Coefficient alpha was estimated as .66 for
the remaining 15 items (RPASS-5) using existingadaifter correcting for attenuation, the
convergent validity coefficient for RPASS-5 was ramate (corrected = .49). The discriminant
correlation remained very weak (corrected .15). The pattern of validity coefficients prdes
some evidence that the RPASS-5 item subset mea$erelesired construct. RPASS-5 assessed 7
correct conceptions and 8 misconceptions.



DISCUSSION AND CONCLUSIONS
Limitations

The 76% participation rate suggests results areseptative of the five targeted courses,
the population. Generalizations to other populatishould be made with caution. There are four
factors that may have limited the construct-relatatidity evidence obtained. First, no criterion
measure existed to provide an adequate comparSecond, the instrument used to examine
convergent validity did not sample across the saom@ent domain as the RPASS. Third, the
instrument used to examine convergent validity m@tscontent-validated in the form used. Fourth,
correcting correlations for attenuation yielded e@te concurrent evidence and weak discriminant
evidence, suggesting low reliability of the RPASfr@uated the convergent validity correlation.
Two limitations may have impacted the reliabilityidence obtained. The stratified structure of the
RPASS (e.g., RPASS correct conception and miscdioceptem specifications) may have
constrained reliability as measured by Cronbaclosfficient alpha (Cronbach and Shavelson,
2004). Internal consistency reliability may alsovddeen constrained by students’ inconsistent
reasoning on these kinds of items as discussedompld (1995). If inconsistent student reasoning
limits the internal consistency reliability of tlseores, a better measure of reliability might be a
test-retest correlation (stability) rather tharemal consistency.

Implications for future research

Assessing inferential topics that are most commaalght across courses should reduce
guessing and improve reliability of scores. Eveautih omitting the twelve low or negatively
correlating items from RPASS-4 may compromise aanvalidity, the elimination of noisy items
improved internal consistency. The content of tliedn RPASS-5 items seems to be a more
appropriate content domain for assessing introdyctiudents’ understanding. Lengthening
RPASS-5 with additional items that cover the sametent should increase score variation and
thereby improve reliability (Cronbach, 1951). Deymhent of RPASS-6 might include the 15
items from RPASS-5, pus content-validated itemsnfiibe ARTIST Test of Significance Topic
scale (delMas, Ooms et al., 2006) and/or infereptaed items from the Comprehensive
Assessment of Outcomes in a first Statistics co@®OS) (delMas, Garfield et al., in press).
RPASS-6 would need to be revisited by experts tdfico items sufficiently sample the content
domain. Other item improvements might include alg2-option items to include a third option,
where appropriate, to lessen guessing effects (Qoelr, 2005). RPASS items with low corrected
item-total correlations might be further developeing student interviews to explore alternative
item wording.

Some reform-based courses have integratedPthialue and statistical inference topics
throughout the introductory course in order to ioya students’ inferential reasoning (e.g., Chance
& Rossman, 2006; Lane-Getaz & Zieffler, 2006). Afsglditional development, pre- and posttest
administration of a future RPASS version in counsgih and without instructional interventions
may facilitate evaluating the effectiveness of neaching approaches on inferential understanding.
Since random assignment of teaching methods islyrdeasible, results from a broader
standardized test could provide a statistical @dntor a comparative study. Future research
guestions about inferential reasoning might inclugeloring how repeated administration of the
RPASS impacts student learning; investigating tlewetbpment of inferential reasoning as
reflected in RPASS scores obtained before, duranmgl at the end of an introductory course;
examining how students’ and instructors’ correchagptions and misconceptions compare; or
exploring what connections exist, if any, betwetrents’ understanding of random sampling and
random allocation and their RPASS responses.

Conclusions

Question 1: Can a research instrument be developa&itjated, and piloted to produce sufficiently
reliable, valid scores and thereby facilitate fieuresearch in students’ understanding of
and difficulties with reasoning about P-values atatistical significance?
This research provided content-related and somesteont-related validity evidence.

However, reliability of the RPASS-4 total score waw. Deleting items to improve reliability



reduces some content coverage but the 15-item RPARRs sample from all four major content
areas defined in the item blueprint and RPASS-Y¥iges a more reliable starting point for future
RPASS development.

Question 2: What does the proposed instrument @tei@bout students’ understanding and

reasoning about P-values and statistical signifioa®

Most respondents seemed to attain statisticahbiierEvidence of statistical reasoning or
thinking was less apparent. RPASS results suppertrélationships between statistical literacy,
reasoning and thinking as described by delMas (R@@Bconceptions appeared to be commonly
held and respondents exhibited contradictory coimep as theorized by Konold (1995).
Educational and cognitive psychologists have qaesti whether targeted instruction and
assessment can overturn prior misconceptions apmiability and statistics concepts (e.qg.,
delMas and Bart, 1989; Konold, 1995). These respotsdlearned basic inferential concepts but
continued to harbor contradictory misconceptionterafnstruction. Targeted assessment and
instruction may be warranted. With further develepinthe RPASS may be useful for examining
inferential reasoning, identifying misconceptioasd designing and evaluating alternative methods
for teaching this topic.
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