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Achievement Standard 3.1  9064102
	Subject Reference
	Statistics and Modelling 3.1

	Title
	Determine the trend for time series data

	Level
	3
	Credits
	3
	Assessment
	Internal

	Subfield
	Statistics and Probability

	Domain
	Statistics

	Registration date
	9 November 2005
	Date version published
	9 November 2005


	
	Achievement Criteria
	Explanatory Notes

	Achievement
	· Determine the trend for time series data.
	· This will include:

· graphing

· smoothing with moving averages

· describing the trend from the smoothed data, in context, by making a quantitative statement relating to a factor such as the gradient of the trend line.


	Achievement with Merit
	· Analyse time series data to make a forecast.
	· Forecast will be based on:

· estimates of the trend for the smoothed data

· estimates of seasonal effects.

· Analysis of cyclic effects is not expected.

	Achievement with Excellence
	· Report on the validity of the analysis.
	· The report will include justified comments on some of the following:

· relevance and usefulness of forecast

· features of the time series data 

· appropriateness of the model

· improvements to the model

· limitations of the analysis

· seasonally adjusted data

· comparison with related time series data

· development and interpretation of an index number series.


General Explanatory Notes

1 This achievement standard is derived from Mathematics in the New Zealand Curriculum, Learning Media, Ministry of Education, 1992, and Mathematics in the New Zealand Curriculum, Addendum to Level 8, Learning Media, Ministry of Education, 1995:

· achievement objective p. 198, addendum p. 9

· suggested learning experiences pp. 199, addendum pp. 9–10

· sample assessment activities p. 200, addendum pp. 10–11

· mathematical processes pp. 23–29.

2 Analysis may involve data that is represented by an index series.

3 Data may be supplied.

4 The use of appropriate technology is expected.
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	complete
	Sigma Ref

	For Achievement I can:
	
	

	Graph the raw data
	
	

	Identify features of a time series
	
	

	Calculate a moving mean of odd order
	
	

	Calculate a moving mean of even order
	
	

	Graph the raw data and the moving mean
	
	

	Insert a trend line on the moving mean
	
	

	Describe the trend numerically from the trend line
	
	

	
	
	

	For Merit I can:
	
	

	Calculate individual seasonal effects
	
	

	Estimate seasonal effects
	
	

	Make a forecast using the trend plus SE
	
	

	
	
	

	For Excellence I can:
	
	

	Prepare a report on the analysis of a time series including discussion of:
	
	

	· relevance and usefulness of forecast
	
	

	· features of the time series data 
	
	

	· appropriateness of the model
	
	

	· improvements to the model
	
	

	· limitations of the analysis
	
	

	· seasonally adjusted data
	
	

	· comparison with related time series data
	
	

	· development and interpretation of an index number series
	
	

	
	
	


Population growth in New Zealand 

The time series shows the Maori population from 1850 until 1986. The data was gathered during the national census where this is available.

There are some limitations to the data.

1) New questions were used in the census after 1991 regarding the definition of ethnicity. 

2) [image: image1.wmf]No data is available for external migration for Maori. Long term and permanent annual loss of 800 is estimated from 2001.
3) There is always some estimation required for the census population.[image: image14.wmf]non-maori population
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The time series graph above shows the Maori population from 1858 to 1991. 
a) Use it to estimate the Maori population in 2004. Describe carefully how you do this.

___________________________________________________
___________________________________________________

___________________________________________________
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b) 


c) The time series graph above shows the non-Maori population from 1858 to 1991. Use it to estimate the non-Maori population in 2004. 
___________________________________________________

___________________________________________________

___________________________________________________________________________________
___________________________________________________________________________________
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The actual population growth is shown in these graphs. The actual Maori population in 2004 was estimated to be 622 400; the non-Maori population approximately 3 439 000.




Time Series Components
[image: image27.emf]Gas production
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[image: image28.emf]Deliveries of Premium Petrol
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[image: image31.emf]Two trends plus random variation
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[image: image32.emf]perfect trend + seasonal variation
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[image: image33.emf]Trend+random variation+spike
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[image: image34.emf]Trend+random variation+ramp
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[image: image35.emf]Trend + Seasonal Variation + Random Variation
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[image: image40.emf]Aims in analysing time series
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Graphs of components and features
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Features of Time Series

1. The time series supplied refer to the consumption of alcoholic drinks in New Zealand. For each time series identify the features you observe in each series. Give as much detail as you can and use your general knowledge to explain any special features.
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a) _______________________________________
_______________________________________
_______________________________________
_______________________________________
_______________________________________
[image: image63.emf]Marriages in NZ, 1961 - 2003
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[image: image66.emf]Quarterly spirits consumption, Dec 99 - Dec 04
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c) 
_______________________________________
_______________________________________
_______________________________________
_______________________________________
_______________________________________
_______________________________________
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[image: image75.emf]Diesel refined, Mar 02 - Mar 05
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f) 

________________________________________
________________________________________
________________________________________
________________________________________
________________________________________
________________________________________
________________________________________
g)
The six time series a) to f) above may be related in some way. By comparing the six graphs write a short description of how the series are related.

______________________________________________________________________________________
______________________________________________________________________________________
______________________________________________________________________________________
______________________________________________________________________________________
______________________________________________________________________________________
______________________________________________________________________________________

2.
The time series in this section refer to various types of energy consumption in New Zealand from March 2002 to March 2005. For each time series identify the features. Give as much detail as you can and use your general knowledge to explain any special features.

[image: image79.emf]Yearly beer consumption, 1996 - 2004
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b) 
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Part 1: Towards Achievement

Smoothing Techniques
Often it is hard to see the trend of data because of random fluctuations. Getting rid of these bumps or noise helps to “smooth” the data, summarise it and reveal the long term trend. Two techniques are used: Moving medians and Moving means

Death rate per thousand of young American males 1912 to 1922



Moving medians

With the data arranged in chronological order, calculate the median of the first three values. Enter this opposite the 2nd data value. Then calculate the median of the next three data values and enter this opposite the 3rd data value. Continue in this way until the median of the last three data values is found, entered opposite the next to last data value. In this process you have calculated a three point moving median for the data.
When the moving medians are plotted on the graph of the raw data the big jump in deaths in 1918 (WW1) has been eliminated, without allowing a single data value (or an outlier) to dominate. Complete the table of moving medians and plot on the graph.

	Year
	Rate per 1000
	Smoothed data (median of three)
	Smoothed data (mean of three)

	1912
	4.5
	 
	 

	1913
	4.7
	4.5
	 

	1914
	4.4
	4.4
	 

	1915
	4.2
	 
	 

	1916
	4.5
	 
	 

	1917
	5.0
	 
	 

	1918
	12.2
	 
	 

	1919
	5.3
	 
	 

	1920
	4.8
	 
	 

	1921
	3.8
	 
	 

	1922
	3.8
	 
	 


Absences from Year 13 (Calculating an odd point moving mean)

Use an appropriate moving mean to smooth the time series data of absences from Year 13 each day over a four week period.

	Day
	Number of absences
	Moving mean

	Mon
	17
	

	Tue
	14
	

	Wed
	11
	

	Thu
	18
	

	Fri
	23
	

	Mon
	14
	

	Tue
	12
	

	Wed
	11
	

	Thu
	19
	

	Fri
	21
	

	Mon
	14
	

	Tue
	13
	

	Wed
	12
	

	Thu
	19
	

	Fri
	19
	

	Mon
	12
	

	Tue
	7
	

	Wed
	11
	

	Thu
	15
	

	Fri
	18
	




Calculating a centred moving mean of even order

Exporting shellfish from NZ

The time series shows the value of shellfish, in millions of dollars, exported from New Zealand from the September quarter 1993 to the September quarter 1995.




Inserting the Trend Line

Pharmacy Sales

The data was collected by the owner of a pharmacy between March 1991 and June 1996.





Predicting the Trend Value





Part 2: Towards Achievement with Merit

Calculating Seasonal Effects 

Continuing with our analysis of the pharmacy sales, in order to make a reliable prediction for the future we must take into account the seasonal effect.

Complete the individual seasonal effects column in this table for the pharmacy sales. 
	Quarter
	Time period
	Pharmacy sales
($000)
	Moving mean
	Centred moving mean
	Individual seasonal effect
	Estimated seasonal effect

	Mar-91
	1
	225.4
	 
	 
	 
	

	Jun-91
	2
	206.3
	224.0
	 
	 
	

	Sep-91
	3
	217.1
	224.2
	224.1
	-7.0
	

	Dec-91
	4
	247.3
	227.4
	225.8
	21.5
	

	Mar-92
	5
	225.9
	230.4
	228.9
	-3.0
	

	Jun-92
	6
	219.2
	231.4
	230.9
	
	

	Sep-92
	7
	229.2
	231.7
	231.6
	
	

	Dec-92
	8
	251.2
	232.5
	232.1
	19.1
	

	Mar-93
	9
	227.3
	234.7
	233.6
	-6.3
	

	Jun-93
	10
	222.3
	238.0
	236.4
	
	

	Sep-93
	11
	238.1
	240.8
	239.4
	
	

	Dec-93
	12
	264.4
	242.7
	241.8
	22.6
	

	Mar-94
	13
	238.3
	244.8
	243.8
	
	

	Jun-94
	14
	230.0
	247.9
	246.4
	
	

	Sep-94
	15
	246.3
	249.2
	248.6
	
	

	Dec-94
	16
	276.8
	255.4
	252.3
	24.5
	

	Mar-95
	17
	243.6
	259.8
	257.6
	-14.0
	

	Jun-95
	18
	254.7
	263.2
	261.5
	-6.8
	

	Sep-95
	19
	264.1
	268.2
	265.7
	
	

	Dec-95
	20
	290.4
	267.2
	267.7
	22.7
	

	Mar-96
	21
	263.4
	 
	 
	 
	

	Jun-96
	22
	251.0
	 
	 
	 
	


Use this table to calculate the estimated seasonal effect for the Sep, Dec, Mar and Jun quarters.
	
	
	
	
	
	
	Estimated seasonal effect

	Sep
	-7.0
	
	
	
	
	

	Dec
	21.5
	19.1
	22.6
	24.5
	22.7
	(21.5+19.1+22.6+24.5+22.7)/5 = 22.08 ( 22.1

	Mar
	-3.0
	-6.3
	
	-14.0
	
	

	Jun
	
	
	
	-6.8
	
	


Making a Forecast
To make a forecast for the Dec 97 quarter we must combine the trend value for Dec 97 
(2.5259 x 28 + 213.63 = 284.4) with the seasonal effect for Dec (= 22.1). 
Thus Forecast for Dec 97 = 284.4 + 22.1 = 306.5 thousands of dollars, i.e., $306 500
Guest Nights Spent in New Zealand Hotels, Bimonthly 1998 to 2003

	Time period
	Date
	Hotel nights
	Moving mean
	Centred moving mean
	Individual seasonal effect
	Estimated seasonal effect

	1
	May-98
	1352
	
	
	
	

	2
	Jul-98
	1434
	
	
	
	

	3
	Sep-98
	1473
	1960
	
	
	

	4
	Nov-98
	1879
	1956
	1958
	-79
	

	5
	Jan-99
	3373
	1973
	1964
	1409
	

	6
	Mar-99
	2249
	2029
	2001
	248
	

	7
	May-99
	1327
	2063
	2046
	-719
	

	8
	Jul-99
	1536
	2083
	2073
	-537
	

	9
	Sep-99
	1810
	2108
	2095
	-285
	

	10
	Nov-99
	2080
	2122
	2115
	-35
	

	11
	Jan-00
	3494
	2146
	2134
	
	

	12
	Mar-00
	2399
	2132
	2139
	
	

	13
	May-00
	1410
	2156
	2144
	
	

	14
	Jul-00
	1685
	2206
	2181
	-496
	

	15
	Sep-00
	1724
	2250
	2228
	
	

	16
	Nov-00
	2223
	2271
	2260
	
	

	17
	Jan-01
	3794
	2294
	2282
	
	

	18
	Mar-01
	2662
	2321
	2308
	354
	

	19
	May-01
	1537
	2328
	2325
	
	

	20
	Jul-01
	1824
	2345
	2337
	
	

	21
	Sep-01
	1888
	2422
	2384
	-496
	

	22
	Nov-01
	2264
	
	
	
	

	23
	Jan-02
	3895
	
	
	
	

	24
	Mar-02
	3124
	
	
	
	


Use this table to calculate the estimated seasonal effect for the Nov, Jan, Mar, May, Jul and Sep periods.

	
	
	
	
	Estimated seasonal effect

	Nov
	
	
	
	

	Jan
	
	
	
	

	Mar
	
	
	
	

	May
	
	
	
	

	Jul
	
	
	
	

	Sep
	
	
	
	


Part 3: Towards Achievement with Excellence

Seasonally Adjusting Data: Calculation of Seasonally Adjusted Values
Returning to the pharmacy sales, the owner may wish to investigate whether a particular quarter was especially good or bad compared to other similar seasons. In this case she will calculate a seasonally adjusted value for the quarter in question. 


To decide whether the sales in December 92 were above or below the average for a December quarter calculate the seasonally adjusted value.
	Quarter
	Time period
	Pharmacy sales
($000)
	Moving mean
	Centred moving mean
	Individual seasonal effect
	Estimated seasonal effect
	Seasonally adjusted value (SAV)

	Mar-91
	1
	225.4
	 
	 
	 
	-7.2
	

	Jun-91
	2
	206.3
	224.0
	 
	 
	-12.3
	

	Sep-91
	3
	217.1
	224.2
	224.1
	-7.0
	-32.9
	

	Dec-91
	4
	247.4
	227.4
	225.8
	21.5
	22.1
	

	Mar-92
	5
	225.9
	230.4
	228.9
	-3.0
	-7.2
	

	Jun-92
	6
	219.2
	231.4
	230.9
	-11.7
	-12.3
	

	Sep-92
	7
	229.2
	231.7
	231.6
	-2.4
	-32.9
	

	Dec-92
	8
	251.2
	232.5
	232.1
	19.1
	22.1
	251.2 – 22.1 = 229.1

	Mar-93
	9
	227.3
	234.7
	233.6
	-6.3
	-7.2
	

	Jun-93
	10
	222.3
	238.0
	236.4
	-14.1
	-12.3
	

	Sep-93
	11
	238.1
	240.8
	239.4
	-1.3
	-32.9
	

	Dec-93
	12
	264.4
	242.7
	241.8
	22.6
	22.1
	

	Mar-94
	13
	238.3
	244.8
	243.8
	-5.5
	-7.2
	

	Jun-94
	14
	230.0
	247.9
	246.4
	-16.4
	-12.3
	

	Sep-94
	15
	246.3
	249.2
	248.6
	-2.3
	-32.9
	

	Dec-94
	16
	276.8
	255.4
	252.3
	24.5
	22.1
	

	Mar-95
	17
	243.6
	259.8
	257.6
	-14.0
	-7.2
	

	Jun-95
	18
	254.7
	263.2
	261.5
	-6.8
	-12.3
	

	Sep-95
	19
	264.1
	268.2
	265.7
	-1.6
	-32.9
	

	Dec-95
	20
	290.4
	267.2
	267.7
	22.7
	22.1
	

	Mar-96
	21
	263.4
	 
	 
	 
	-7.2
	

	Jun-96
	22
	251.0
	 
	 
	 
	-12.3
	



Calculate the seasonally adjusted value for the June 95 quarter and interpret it.

________________________________________________________________________
________________________________________________________________________
________________________________________________________________________
________________________________________________________________________
________________________________________________________________________
Number of Absentees from School

	Time period
	Day
	Number of absentees
	Moving mean of order 5
	Individual seasonal effect
	Estimated seasonal effect
	Seasonally adjusted value

	1
	Thursday
	29
	 
	 
	 
	 

	2
	Friday
	45
	 
	 
	 
	 

	3
	Monday
	53
	34.2
	18.8
	 
	 

	4
	Tuesday
	21
	33.2
	-12.2
	 
	 

	5
	Wednesday
	23
	33.6
	-10.6
	 
	 

	6
	Thursday
	24
	35.8
	-11.8
	 
	 

	7
	Friday
	47
	36.8
	10.2
	 
	 

	8
	Monday
	64
	37.2
	26.8
	 
	 

	9
	Tuesday
	26
	37
	-11
	 
	 

	10
	Wednesday
	25
	36
	-11
	 
	 

	11
	Thursday
	23
	35
	-12
	 
	 

	12
	Friday
	42
	34.6
	7.4
	 
	 

	13
	Monday
	59
	35.6
	23.4
	 
	 

	14
	Tuesday
	24
	36
	 
	 
	 

	15
	Wednesday
	30
	37.6
	 
	 
	 

	16
	Thursday
	25
	38.4
	 
	 
	 

	17
	Friday
	50
	37.4
	 
	 
	 

	18
	Monday
	63
	36.8
	 
	 
	 

	19
	Tuesday
	19
	 
	 
	 
	 

	20
	Wednesday
	27
	 
	 
	 
	 


	Estimated seasonal effect

	Monday
	 
	 
	 
	 
	 

	Tuesday
	 
	 
	 
	 
	 

	Wednesday
	 
	 
	 
	 
	 

	Thursday
	 
	 
	 
	 
	 

	Friday
	 
	 
	 
	 
	 




Related Time Series

Marriage and babies






Fitting a More Complex Trend Line
This analysis is concerned with the sale of narcotics in New Zealand from March 1995 to March 2002. The graph of the smoothed data shows a ramp (a shift upward in the trend line). A single linear trend line has been fitted to the centred moving means. 


However it is clear that the single linear trend line is not a good fit and that a more complex model may be appropriate. To improve the model we will insert two linear trend lines, one for the first 15 time periods, and the second for the last 13 time periods.



There is a visible improvement in the fit of the trend lines.
Extension files: These files on the intranet are suitable for more complex analysis.
	File name
	Features to note

	VisNZ
	Non linear trend line

Increasing amplitude of seasonal variation

	Gillies Ave
	Outlier for Monday

Justifying omission of outlier for moving mean and seasonal effect

	Hardware sales
	Trend line fitted to moving means has negative gradient
Trend line fitted to raw data has positive gradient

	Rabbits
	Cyclical effect


Introduction to Indexes

Marriages in New Zealand from 1961
(1) Marriages registered in New Zealand. Before 1999, marriage data were extracted on the basis of 'date of marriage' (ie occurrence). (2) From 1999 onwards, marriage data have been extracted using 'date of registration'.  (3) Per 1,000 mean not-married estimated population aged 16 years and over.  (4) Base year 1961 = 100.

Note: The number of marriages and the marriage rates from 1991 onwards are based on the number of marriages registered in New Zealand of bridegrooms resident in New Zealand and the mean estimated resident population. Before 1991, marriages and marriage rates are based on the number of marriages registered in New Zealand of bridegrooms resident in New Zealand and bridegrooms visiting from overseas and the mean estimated de facto population.





Reporting on the Validity of a Forecast

Relevance and usefulness of forecast
· The proximity of the forecast period in relation to data gathered will affect the reliability of the forecast. The closer the period of the forecast is to the data from which it is made the more reliable and useful the forecast will be.  Conversely the further ahead the forecast is the less reliability it has since the conditions in which the original data were obtained may not continue to hold.
· The variability in the data gathered will affect the reliability of the forecast.  If the fitted values (the trend line) do not lie close to the smoothed data there may be considerable variation in the individual seasonal effects. 
· Relevance and reliability may also be affected by the number of data values available. The mean of the individual seasonal effects may be based on very few data and will not be robust.

· The usefulness of a forecast may not be apparent if the purpose of carrying out the analysis is not known.  It may be difficult to make constructive comments if the use to which the owner of the data wishes to put the forecast to is not known.
Features of the time series

· Consider the variability in the data. Does the variability appear constant or does it change over the period of time the data was collected? If it changes how does it change, is it increasing or decreasing? Any observation on variability is likely to be made on a limited number of observations.

· Are there any outliers? Can a reason be suggested for any of these outliers? 
· Can the trend be modelled by one line (straight or curved) or is it more appropriate to use two or more?

· Does there appear to be an identifiable change in the underlying nature of the data at some point? Can this change be explained?

Potential sources of bias

· In most well-conducted experiments (ie to most data sets from reputable sources) the design of the experiment should minimise potential bias. Unless you are given sufficient detailed information to the contrary, assume that this is the case.
Improvements to the model
· Consider the possibility of using more than one regression line (or curve) to model the trend of the data. 

· Consider applying a multiplicative model of the form X = T x S x R to the data. This would be appropriate if the trend is non-linear and the data shows increasing or decreasing variability about the trend. The additive model X = T + S + R can be applied if the data shows a uniform increase or decrease (i.e., the trend is linear) and there is a generally uniform variability about the trend line.
Limitations of the analysis

· If the amount of data available is only over a limited range then there will only be a small number of values to estimate the seasonal effects.
· Using moving averages gives equal weight to data at the start of the period under investigation as it does to data at the end. It may be more appropriate to give more weighting to data collected at the end to determine future performance if this differs significantly from data collected at the beginning of the period.
Moving means


This method spreads the effect of extreme values. To smooth the data with a  three point moving mean calculate the mean of three data values at a time. As before there will be a blank opposite the first and last raw data values. Complete the table of moving means for the US males and plot on the graph.








Yyear�
maoriMaori pop�
Nnon-maoriMaori pop�
�
1858�
56049�
59413�
�
1874�
47330�
297654�
�
1878�
45542�
412465�
�
1881�
46141�
487889�
�
1886�
43927�
576524�
�
1891�
44177�
624474�
�
1896�
42113�
692101�
�
1901�
45549�
770313�
�
1906�
50309�
886000�
�
1911�
52723�
1005589�
�
1916�
52997�
1096228�
�
1921�
56987�
1214681�
�
1926�
63670�
1344469�
�
1936�
82326�
1491486�
�
1945�
98744�
1603586�
�
1951�
115676�
1823796�
�
1956�
137151�
2036911�
�
1961�
167086�
2247898�
�
1966�
201159�
2475760�
�
1971�
227414�
2635217�
�
1976�
270035�
2859348�
�
1981�
384933�
2758374�
�
1986�
404778�
2858505�
�
1991�
434847�
2939082�
�
1996�
528900�
3203100�
�
2001�
586000�
3294500�
�
2002�
597800�
3341300�
�
2003�
609700�
3399500�
�
2004�
622400�
3439000�
�






�





�





Plot the moving mean on the graph of the raw data.





Describe the features of the time series.


__________________________________________


__________________________________________


__________________________________________


__________________________________________


__________________________________________


__________________________________________


__________________________________________


__________________________________________


__________________________________________


________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________











�





Describe the features of each time series.


_________________________________________________


_________________________________________________





_________________________________________________





_________________________________________________





_________________________________________________





_________________________________________________











Comment onnsider anythe relationship between the two data sets.


_________________________________________________





_________________________________________________


	


_________________________________________________


	





Comment onnsider anythe relationships between these two birth time series and the marriage time series on page 21which follow.


_________________________________________________


_________________________________________________


_________________________________________________











Seasonally adjusted values (SAV) are raw data values with the seasonal effect removed, i.e.


SAV = RAW –- EASE




















We must now average the individual seasonal effects for each season to find the estimated seasonal effect (ESE) for each season. 





In this case a “season” is a “quarter”. 








The individual seasonal effect is the raw data value minus the moving mean.


It gives a value to how much the raw data is above or below the smoothed data value so some seasonal effects will be negative.








�





To make a final prediction it is necessary to take into account the seasonal effect for that season. So to make a forecast  for  Jun 97 we must combine the trend value you have just calculated with the seasonal effect for June which is -12.2. Make a forecast for Jun 97.


__________________________________________________________________________________________________________________________________________________________________





Qquarter�
Ttime period�
PharmacyChemist sales�($000)�
Ccentred moving mean�
Ppredicted trend value�
�
Mar-91�
1�
225.4225�
  �
216.21�
�
Jun-91�
2�
206.3206�
  �
218.7�
�
Sep-91�
3�
217.1217�
224.1224.1�
221.2�
�
Dec-91�
4�
247.3247�
225.8225.8�
223.7�
�
Mar-92�
5�
225.9226�
228.9228.9�
226.32�
�
Jun-92�
6�
219.2219�
230.9230.9�
228.8�
�
Sep-92�
7�
229.2229�
231.6231.6�
231.3�
�
Dec-92�
8�
251.2251�
232.1232.1�
233.8�
�
Mar-93�
9�
227.3227�
233.6233.6�
236.43�
�
Jun-93�
10�
222.3222�
236.4236.4�
238.9�
�
Sep-93�
11�
238.1238�
239.4239.4�
241.4�
�
Dec-93�
12�
264.4264�
241.8241.7�
243.9�
�
Mar-94�
13�
238.3238�
243.8243.7�
246.54�
�
Jun-94�
14�
230.0230�
246.4246.3�
249.0�
�
Sep-94�
15�
246.3246�
248.6248.5�
251.5�
�
Dec-94�
16�
276.8277�
252.3252.3�
254.0�
�
Mar-95�
17�
243.6244�
257.6257.6�
256.65�
�
Jun-95�
18�
254.7255�
261.5261.5�
259.1�
�
Sep-95�
19�
264.1264�
265.7265.7�
261.6�
�
Dec-95�
20�
290.4290�
267.7267.7�
264.1�
�
Mar-96�
21�
263.4263�
  �
266.76�
�
Jun-96�
22�
251.0251�
  �
269.2�
�






This table shows the time periods numbered 1 to 22.





The graph below shows a linear trend line fitted toinserted on the graph of the moving means.





Its equation is  


        y = 2.525947x + 213.631.


This equation tells us that on average, sales in the pharmacy are increasing by 


____________________ per quarter.





On average, the sales are increasing by _______________ per year.


This equation also enables us to predict the trend value for any given time period. The values in the “predicted trend value” column have been calculated in this way. 





Write down the calculation for the predicted trend value for the June 95 quarter.


_____________________________________________________________________________________________


_______________________________


_______________________________





We can also use it to make forward predictions (forecasts) of the trend value. 


Use the equation and a suitable value for x to make a forecast for the trend value for the June 97 quarter.


_______________________________


_______________________________


_______________________________


_____________________________________________________________________________________________








Using Excel we can insert a linear trend line and obtain its equation in the usual way.





However first we must number each time period so that the equation has numerical values for the time periods.





�





HBelowere is a graph of the time series with the (centred)graph of the moving means plottedinserted. What sort of trend is indicated by the moving mean? 


_________________________________________________________________________





Write down the calculation for the moving mean for Mar 92.


___________________________________________________________________________________________________________________


_______________________________


_______________________________





Write down the calculation for the centred moving mean for Mar 94.


_______________________________


_______________________________


_______________________________





____________________________________________________________________________________


This time series has seasonality of order 4. Explain what this means.


____________________________________________________________________________________


____________________________________________________________________________________


_______________________________


_______________________________


_______________________________


_______________________________


_______________________________


_______________________________


























Qquarter�
Pharmacy sales�($000)�
Mmoving mean�
Ccentred moving mean�
�
Mar-91�
225.4�
 �
 �
�
Jun-91�
206.3�
224.0�
 �
�
Sep-91�
217.1�
224.2�
224.1�
�
Dec-91�
247.3�
227.4�
225.8�
�
Mar-92�
225.96�
230.4�
228.9�
�
Jun-92�
219.2�
231.4�
230.9�
�
Sep-92�
229.2�
231.72�
231.6�
�
Dec-92�
251.2�
232.53�
232.1�
�
Mar-93�
227.3�
234.75�
233.6�
�
Jun-93�
222.3�
238.0�
236.4�
�
Sep-93�
238.1�
240.81�
239.4�
�
Dec-93�
264.4�
242.73�
241.87�
�
Mar-94�
238.3�
244.85�
243.87�
�
Jun-94�
230.0�
247.98�
246.43�
�
Sep-94�
246.3�
249.2�
248.65�
�
Dec-94�
276.87�
255.4�
252.3�
�
Mar-95�
243.64�
259.860�
257.6�
�
Jun-95�
254.75�
263.2�
261.5�
�
Sep-95�
264.1�
268.2�
265.7�
�
Dec-95�
290.4�
267.2�
267.7�
�
Mar-96�
263.4�
 �
 �
�
Jun-96�
251.0�
 �
 �
�






��





_______________________


_______________________


_______________________


_______________________


_______________________


_______________________


_______________________


_______________________


_______________________


_______________________


_______________________


_______________________


_______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________








Yyear�
Qquarter�
Value of exports �($M)


$m�
Ttotal of 4 periods�
Mmoving mean of order 4�
Ccentred moving mean�
�
1993�
Sep�
49.6�
�
�
�
�
�
�
�
�
�
�
�
�
Dec�
39.2�
�
�
�
�
�
�
�
128.9�
32.225�
�
�
1994�
Mar�
19.9�
�
�
32.0875�
�
�
�
�
127.8�
31.95�
�
�
�
June�
20.2�
�
�
32.375�
�
�
�
�
131.2�
32.8�
�
�
�
Sep�
48.5�
�
�
�
�
�
�
�
�
�
�
�
�
Dec�
42.6�
�
�
�
�
�
�
�
�
�
�
�
1995�
Mar�
17.4�
�
�
�
�
�
�
�
135.5�
�
�
�
�
June�
23.1�
�
�
�
�
�
�
�
127.3�
31.825�
�
�
�
Sep�
52.4�
�
�
�
�
�
�
�
�
�
�
�
�
Dec�
34.4�
�
�
�
�






1.	Complete the table to smooth the data with:


a four point moving mean for the time series.


a four point centred moving mean for the  time series.


and


Pplot the centred moving means on the axes. 


and


Ddescribe any features of the time series you observe.








�





__________________________________________________________________________________________________________________________________________________________________________________________________________________


________________________________________________________________________________________________________________________________________________________________________________








�





__________________________________________________________________________________________________________________________________________________________________________________________________________________


________________________________________________________________________________________________________________________________________________________________________________








�





__________________________________________________________________________________________________________________________








�





�





__________________________________________________________________________________________________________________________________________________________________________________________________________________������______


________________________________________________________________________________________________________________________________________________________________________________





________________________________________________________________________________________________________________________________________________________________________________________________________________








�





_____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


________________________________________________________________________________________________________________________________________________________________________________








______________________________________________________________________________________________________________________________________________________________________________





�





�





____________________________________________________________________________________________________________________________________________________________________________________








�





_____________________________________________________________________________________________________________________________________________________________________________________________








_____________________________________________________________________________________________________________________________________________________________________________________________�______________








�











number of absentees





time period
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Complete the table to show seasonally adjusted values for all data values.





Plot the seasonally adjusted values on the graph.








List all time periods for which the data value is above the expected value, and give a reason to support your answer.


_________________________


_________________________


_________________________


_________________________





number of absentees





Complete the calculation of individual seasonal effects





Complete the calculation of seasonal effects, using the table below





The trend line has equation 


	y = 24.422x + 1859.8


where x is the time period


a)	 Make a prediction for �March 2003, i.e.that is, time period 30.


_______________________


______________________


___________________________________________________________________________________________


______________________


______________________


______________________





b)	 Make a prediction for �May 2003.


______________________


______________________


______________________


______________________


______________________


_____________________________________________________________________











Yyear�
Nnuptial births�
Ex-nuptial births�
�
1962�
59,787�
5,227�
�
1963�
58,847�
5,680�
�
1964�
56,148�
6,154�
�
1965�
53,516�
6,531�
�
1966�
53,063�
6,940�
�
1967�
53,257�
7,765�
�
1968�
54,052�
8,060�
�
1969�
54,255�
8,105�
�
1970�
53,774�
8,276�
�
1971�
55,479�
8,981�
�
1972�
53,821�
9,394�
�
1973�
51,521�
9,206�
�
1974�
49,966�
9,370�
�
1975�
47,232�
9,407�
�
1976�
45,508�
9,597�
�
1977�
43,914�
10,265�
�
1978�
40,775�
10,254�
�
1979�
41,337�
10,942�
�
1980�
39,685�
10,857�
�
1981�
39,353�
11,441�
�
1982�
38,552�
11,386�
�
1983�
38,495�
11,979�
�
1984�
39,080�
12,556�
�
1985�
38,877�
12,921�
�
1986�
38,586�
14,237�
�
1987�
39,456�
15,798�
�
1988�
39,923�
17,623�
�
1989�
38,861�
19,230�
�
1990�
39,674�
20,479�
�
1991�
38,509�
21,402�
�
1992�
37,424�
21,742�
�
1993�
36,441�
22,341�
�
1994�
35,162�
22,159�
�
1995�
34,187�
23,484�
�
1996�
33,369�
23,911�
�
1997�
33,512�
24,092�
�
1998�
31,848�
23,501�
�
1999�
32,623�
24,430�
�
2000�
32,144�
24,461�
�
2001�
31,421�
24,378�
�
2002�
30,473�
23,548�
�
2003�
31,429�
24,705�
�






As the SAV for Dec 921 is less than the centred moving mean for this time period, the sales for Dec 921 are less than what could be expected for a December quarter.
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Components of a time series


Long term trend


Cyclical effect


Seasonal effect


Irregularity, random variation or error








�





�





�





Time Series Components








�





Describe the features shown in each series.


_________________________________________________________________________________


_________________________________________________________________________________








Explain the relationship between the series.


_________________________________________________________________________________


_________________________________________________________________________________














Write a formula to calculate the index for the number of marriages. What is the advantage of using an index for the rate of marriage?


_________________________________________________________________________________


_________________________________________________________________________________








Yyear�
Numberno of marriages�
Rrate�
Iindex�
�
1961�
19,426�
38.19�
100�
�
1962�
19,572�
37.65�
99�
�
1963�
19,856�
37.11�
97�
�
1964�
20,720�
37.65�
99�
�
1965�
21,702�
38.59�
101�
�
1966�
22,949�
40.14�
105�
�
1967�
23,515�
40.68�
107�
�
1968�
24,057�
41.49�
109�
�
1969�
24,971�
42.83�
112�
�
1970�
25,953�
43.95�
115�
�
1971�
27,199�
45.49�
119�
�
1972�
26,868�
44.00�
115�
�
1973�
26,274�
41.82�
110�
�
1974�
25,412�
39.24�
103�
�
1975�
24,535�
36.89�
97�
�
1976�
24,154�
35.46�
93�
�
1977�
22,589�
31.96�
84�
�
1978�
22,426�
30.63�
80�
�
1979�
22,326�
29.55�
77�
�
1980�
22,981�
29.35�
77�
�
1981�
23,660�
29.39�
77�
�
1982�
25,537�
30.71�
80�
�
1983�
24,678�
28.50�
75�
�
1984�
25,272�
28.15�
74�
�
1985�
24,657�
26.58�
70�
�









�





�





�





�





�


�





�


�
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1986�
24,037�
25.29�
66�
�
1987�
24,443�
24.96�
65�
�
1988�
23,485�
23.36�
61�
�
1989�
22,733�
22.18�
58�
�
1990�
23,341�
22.19�
58�
�
1991�
21,841�
19.65�
..�
�
1992�
20,804�
18.34�
..�
�
1993�
20,802�
17.95�
..�
�
1994�
20,587�
17.40�
..�
�
1995�
20,452�
16.88�
..�
�
1996�
20,453�
16.47�
..�
�
1997�
19,953�
15.71�
..�
�
1998�
20,135�
15.58�
..�
�
1999�
21,085�
16.08�
..�
�
2000�
20,655�
15.49�
..�
�
2001�
19,972�
14.67�
..�
�
2002�
20,690�
14.70�
..�
�
2003�
21,419�
14.67�
..�
�
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500000
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The Two Types of Model


The additive model is suitable where the periodic variation is of constant magnitude


The multiplicative model is suitable where the periodic variation is of increasing magnitude





In this standard we only refer to additive models





Random Component


Most rapidly changing component


Totally unpredictable


What is left over after other components have been taken out





Seasonal Variation


More rapid change that cycle, period of less than one year


Regular period based on calendar or clock


Could be literally seasonal but may be monthly, daily





Components of a Time Series


Long term trend


Cyclical effect


Seasonal effect


Irregularity, random variation or error





What is a time series?


A time series consists of data collected recorded or observed over successive intervals of time


Usually the time intervals are equal: data is recorded for every hour, every month quarterly, every year for example


The variable being measured changes with time





Aims in analysing time series


Understanding the data; are there patterns in the variation? Is it seasonal?


Forecasting or predicting future values





Cyclical Variation


The next most slowly changing component


Recurrent wave-like changes in the series


Primarily due to the business cycle 





Long Term Trend


The most slowly changing component


The long term, smoothly changing component


Due to long term changes such as population growth or change, technological change





1860





1840





700000





0





Maori population
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Population





Components of a time series


Long term trend


Cyclical effect


Seasonal effect


Irregularity, random variation or error





Long term trend


The most, slowly changing component


The long term, smoothly changing component


Due to long term changes such as population growth or change, technological change





Cyclical variation


The next most slowly changing component


Recurrent, wave-like changes in the series


The period and amplitude of the wave are not predictable


Often due to the business cycle





Seasonal variation


More rapid change than cycle, period of less than one year


Regular period based on calendar or clock


Could be literally seasonal but may be monthly, daily





Random component


Most rapidly changing component


Totally unpredictable


What is left over after other components have been taken out





What is a time series?


A time series consists of data collected, recorded or observed over successive intervals of time


Usually the time intervals are equal: data is recorded for every hour, every month, quarterly, every year, for example


The variable being measured changes with time





Aims in analysing time series


Understanding the data: Are there patterns in the variation? Is it seasonal?


Forecasting or predicting future values





The two types of model


The additive model is suitable where the periodic variation is of constant magnitude


The multiplicative model is suitable where the periodic variation is of increasing magnitude


In this standard we only refer to additive models.
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