New Strengths in the Curriculum’s Statistics: a Secondary Workshop

         
Mike Camden; mike.camden@stats.govt.nz. The views in here are Mike’s.
Auckland Maths Assoc PD Day: 25 Nov 2008.
0 This handout

This handout contains lots of suggestions, packed into this 8 page document and into this workshop. So, sorry, it is not designed as a handout for Monday next week. We won’t get through all the activities, in this workshop. Apologies if you’ve seen some before. They are mostly about the Curriculum’s ‘relationships in multivariate datasets’ (L5 and throughout).
In an ideal class situation, you could provide students with a file containing story, problem (and/or get them to clarify the problem) and data. Then they can explore and report with graphs. In this handout, we skip some stages, and have the graphs provided. However there should be plenty of task lists etc in here that can be used immediately. The data and stories used here are mostly available as spreadsheets or other files. There’s a ppt file with this workshop as well. It covers some structures that underlie the Statistics strand in the Mathematics and Statistics learning area. It finishes with 9 slides of links.
In practice, an analysis would start with a careful ‘univariate’ look at each variable, and probably lots of data-cleaning (editing). We’ll skip these stages.

Much of this workshop originates in a presentation and workshops for Western Australian Mathematics Association; Aug 2008. Over there, our subject is the Chance and Data strand within Mathematics.
The workbook NetballDataset.xls contains a dataset derived from http://www.netballnz.co.nz/. Students will be able to find similar datasets for other sports etc.

1 Shellfish in Court: a Paua story

Data, story (and graphs as prepared for the judge), and another activity are available in other files.
Part 1: Expectations from (mental) models:

There are two sets of shellfish (Abalone, Paua):
| Freq for A

Set A was taken from a bay, legally;
Set B was
|
suspected of being from a marine reserve.

|

The lengths are known.



|________________________________________

(The minimum legal length is 125 mm. 

120                 |              130                              140

The maximum length is about 140 mm.)

                     125
            Length (mm)

What might 2 the distributions look like?

| Freq for B

Try 2 sketches in here ->



|

How would students graph them? 


|

If our students of today are the judges

|________________________________________

of a few decades away,



120                 |             130                              140

what skills should we have given them???

                     125
            Length (mm)

Part 2: Making the evidence talk: Today’s task is to do anything you like with this, and tell us about it!

[image: image1.wmf]Here's all the data, sorted, in 10's. It really should run down the page, not across.
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Here's a mini version of the data,

A: 10 values

 sorted, for the lazy:

121

123

124

125

125

125

126

129

129

136

That's not enough to make a sensible 

B: 5 values

 decision, but it's a taste.
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There are some axes on Page 5, that may be useful!

2 Some Census Data from the neighbours (See CensusDataAust.xls, and CensusDataNZ.xls)

The Australian Bureau of Statistics very kindly provided a dataset like this, for the 156 Statistical Local Areas (SLAs) that make up Western Australia. NZ teachers (or preferably their students!) can easily create the equivalent from www.stats.govt.nz, using Table Builder on Census data, and NZ’s Area Units. You could select the 20 or so areas for your locality. But see CensusDataNZ.xls. Here’s a sample of 6 SLAs. It is multivariate, so students can choose pairs that are of interest. The first 6 variables are counts of people:
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Here’s a generic set of tasks for use on this or any similar dataset; it is a process for investigating ‘bivariate’ relationships with numerical variables:
The context:

What ‘research question(s)’ can we start this investigation with? 

What other variables can we derive from these? (%s, etc)
What pair(s) should we investigate?

For any pair (like Pop06 vs. Pop01 as pictured below), investigate the following items.

The scatterplot: 

Describe features of the variation in the relationship:

  Clusters or groups

  Outliers

  The functional relationship or ‘trend’:

   Shape

   Strength

   Patterns in the vertical spread around it

Can we explain some of these features?

The model(s):
With pencil or software, fit a line (Sorry, there are 2 lines there already: Regression line and Y=X line).
Discuss whether a line here is Sensible, a Start, or Silly.

What other sort of trend could be better?

The R² value is the percentage of Y’s total variation that is explained by the function of X (the line). Guess R² (Sorry, it is there already).

The residual plot: (Residuals of Y after fitting function of X, vs. X) 

What features does this show or highlight? 

(Beware: the graph on right side below has ‘residuals’ after removing y = x)
The context again:

Students need to relate all the features, as found above, to the context, and make conclusions.

[image: image3.wmf]Total06 vs Total01 for 156 SLAs of WA

Line fitted by regression:

y = 1.0638x + 33.031

R

2

 = 0.9919

0

50,000

100,000

0

50,000

100,000

y = x line

Residuals vs Total01 for 156 SLAs of WA

after fitting linear regression model

-12,000

-6,000

0

6,000

12,000

0

50,000

100,000

Wanneroo



3 Txt Olympics (See TxtOlympics.xls)
This dataset was collected by Jasmine Hardy in preparation for the Level 4+ book of Statistics and the Media, in the Figure It Out series, 2008, from http://www.learningmedia.co.nz/ by Jasmine Hardy and Lisa Darragh. Jasmine's  Newlands College students created the data. 

The original task was:

Motutapu College is holding a Texting Olympics to find out who has the fastest thumb in the school!  

You need to select five students for the finals of “The fastest thumb in school”.  

They need to be the five students who can best represent the class in all three events.

The three events are to send the messages below by txt:

Sprint:       Call me
Marathon: Can you pick me up after school today. I have football practice and won’t be able to catch the bus
Hurdles:    Guess what? I got 90% in my probability test!!!
The tasks for today are:
1: As above, select the five students who can best represent the class
2: How would you expand on this?  (You could add some replication in various ways). 
[image: image4.wmf]The Txt Olympics Data:
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When you have a minute:

See NZ Statistical Assoc site: http://nzsa.rsnz.org/
And its new teachers page: http://nzsa.rsnz.org/teachers.shtml
4 Cheese (See CheeseWhitestone.xls)
[image: image5.wmf]A datatset from Whitestone Cheese; Oamaru:
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5 Dolphins (See HectorsDolphinData.xls)
This and the Possums study are about ‘Bivariate Data’ with a third (category) variable thrown in.
Both Dolphin and Possum data involve two numerical variables X and Y, and a categorical variable Z (with 2 values). You could use this by asking students to investigate three scatterplots (using the generic set of tasks as above for Census data):

Y vs. X, for all the records, and ignore Z (ok for dolphins; not for possums)

Y vs. X, with Z = its first value

Y vs. X, with Z = its second value; then compare the scatterplots.
The story, main reference, dataset etc are in a spreadsheet file. There are several other variables that students can choose from. Here are the tasks: 

The Scatterplot of Width vs. Length: (two versions below; uncluttered and with fitted models)
For now, ignore the third variable, and the regressions. On the left graph, draw in an overall ‘trend’, which might be a straight line. How do the dolphins change from bottom to top? Now consider the dolphins above and below this model. How do they differ? 
The central research question is whether the North Island subgroup forms a separate taxon from the South Island groups. Discuss what this morphological evidence suggests, and discuss how you’d report this.

Apply the ‘Process for bivariate relationships’ (as above) to the whole group, and the two subsets. 
S always, assess the two fitted models visually: How appropriate are they to the data?

The ongoing story:

Use the internet to find recent and current events in this ongoing story. (If you wanted to cross subject-boundaries, you could use this. It involves biology, physiology, geology (past sea-level changes), fishing and
political decision-making. 
[image: image6.emf]Dolphin Head Measurements:
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[image: image8.wmf]Some axes for use with the paua data:
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6 Possum Browse (See AFoliageSet2008.xls)
The workers who estimate the % forest canopy cover do so using these values: 5%, 10% etc. I have ‘jittered’ these values so that the points appear separately on the scatterplot. 
There’s a ready-to-use stand-alone spreadsheet containing story, graph, tasks and dataset: AFoliageSetForMAWA2008.xls

The tasks in brief:

The research question is about what the treatment process does to possum numbers and forest health. What’s an appropriate statement of this aim?

Apply the ‘Process for bivariate relationships’ (as above) to the two sites separately.

State some conclusions about the effect of the treatment process. 
State some suggestions about how future experiments could be designed.
[image: image9.emf]Foliage cover 99(%) vs Foliage cover 98(%)
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I’d like to acknowledge the input and support of Ian Westbrooke of the Department of Conservation, iwestbrooke@doc.govt.nz, particularly into the paua, dolphin and possum contexts.

7 CO2 at Baring Head, Wellington (See CO2.xls)
Since these values are not regularly-spaced monthly averages, they don’t form a tidy ‘series’. So we use scatterplots. There’s a spreadsheet file with data, graphs etc called CO2.xls. The tasks in brief:
Use the ‘Process’ (as above); but in particular: what features show up in the scatterplots?

Guess (with a pencil) at the regression lines (sorry, they’re there already).

Guess the R² values (sorry, they’re there already).

What features become clearer in the residuals plots? (irregular cycles, annual seasonal pattern, other non-linearity).
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8  Interactive and Dynamic graphs:  data visualisation
We (ourselves or students) can find a website that contains some ‘data visualisations’, and choose a smart graph of interest. This could be a step into a future-oriented space that some students are familiar with. We need to ensure that a new tool is used with the rigour that comes from Chance and Data. We can suggest that they report what it does like this:

What is the problem or research question behind it?

There must be a dataset behind it.  What must this look like: what variables does it contain?  Which are categorical and which are numeric?  

How many variables appear in the graph at once?  
What are the main ideas in the story that it tells?  

How could you do better?  
Could some of our datasets go into a smart graph like this?
9 Data visualisation again: Tufte-isms and Tukey-isms for Teachers

Edward Tufte (mostly from The Visual Display of Quantitative Information, Ed 2, 2001), paraphrased:

The aim in design of communication graphics:

  The revelation of the complex.

Making complexity accessible:

  Combining words, numbers and pictures.

Graphical excellence:

  Complex ideas communicated with clarity, precision and efficiency.

John Tukey (from Exploratory Data Analysis, 1977):
Exploratory Data Analysis:
  looking at data to see what it seems to say.

The greatest value of a picture:
  when it forces us to notice what we never expected to see.

A belief in quantitative knowledge:
  A belief that most of the key questions in our world sooner or later demand answers to 
  ‘by how much?’ rather than merely to ‘in which direction?’

To learn about data analysis, it is right that each of us try many things that do not work: 
  that we tackle more problems than we can make expert analyses of.

10 Chocolate

Note the spreadsheet file: Chocolate.xls. To run the bivariate activity in there, you need that file, and some chopped-up chocolate or other edible items of 2 sorts.

11 Pulses

To run this activity, you need some non-draughty space, a way of marking axes on the ground, a rope (for use as the regression line or curve), a camera (and a balcony), and some activity (e.g. the lunch break, or a run) to go between Pulse 1 and Pulse 2. People dotplot themselves on the Pulse 1 axis, discuss the distribution, then walk up in the Pulse 2 direction to scatterplot themselves. They use the rope to mark the y=x line, then to mark a fitted regression model. They discuss all the variation that they can see in the relationship, and the appropriateness of the fitted model. Someone records the data graphic on the camera. You can also enter the dataset into a spreadsheet, get the graph on screen as well, and do more discussion.

12 Resampling

In Level 8 we have:

Make inferences from surveys and experiments:

- using methods such as resampling or randomisation to assess the strength of evidence.

The original Paua study did involve a randomisation method. Here’s an activity in resampling. It has problems with small numbers like these, but it illustrates the approach. This methodology had an ANZAC origin: with Prof Pitman of Tasmania.
The class agrees on a variable of interest: eg:

X = no. of siblings (easy to find the mean); X = % cocoa solids in a chocolate sample …

The class regards itself as a random sample of some population. Assume we have 20 students.

The ‘Problem’ is to estimate the mean of X for the population, with the standard error (and/or confidence interval).

Divide the class into say 4 equal-sized groups (A, B, C, D). You should get them to invent a clever random sampling method for this; but you could just get them to number off. 

The Jackknife take 1: each group finds the mean of its 5 X-values; dotplots them, finds the SD, draws this on the doptplot, and comments. They’re looking at the sampling dist and SE of a sample with n = 5. There’s a simple trick for converting this into a SE for a sample with n = 20: 
(SE where n is 2) = (SE where n is 5) * ( root(5) / root(20) ).
The reason?? Consider how we get SE from SD. Get students to deduce it!

(This has been fixed since the hardcopy of 2/9/8)

The Jackknife take 2: This time, delete a group each time, and use these sub-samples of 15: ABC, ABD, ACD, BCD.

Get students to deduce the slightly different expression for SE.

These examples give an approximate introduction to the Jackknife. There’s plenty more to it. 

We end up with statements about population mean, its SE, and its confidence interval.
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