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Abstract

The purpose of this study was to develop and validate an assessment to measure
college students’ inferential reasoning in statistics. This proposedrassessms to help
statistics educators guide and monitor students’ developing ideas of stiatééicence.

Within the two-stage cycle, the formative and summative stages, this saidy f
built arguments for the use of assessment and score interpretations, and verifie
inferences made from those arguments. The five claims were useadrtimexhae
plausibility of the validity arguments: 1) The test measures studems$’déstatistical
inferential reasoning in two aspects—informal statistical inferencecaintif statistical
inference; 2) The test measures statistical inferential reaswnihg representative test
domains; 3) The test produces scores with sufficient precision to be meagingfull
reported; 4) The test is functional for the purposes of formative assessnieh}; ehe
test provides information about students’ level of statistical inferenéiabreng in the
realms of informal and formal statistical inference.

Using a mixed-methods study design, different types of validity evidenee wer
gathered and investigated. Three content experts provided their evaluatiorest the t
blueprint and assessment, based on their qualitative reviews. For the re\essdass
resulting from the experts’ feedback, cognitive interviews were condudtiehivwve
college students using think-aloud protocols, whereby the students verbalized their
reasoning as they reached an answer. A pilot-test administered in actagsowvided
preliminary information of the psychometric properties of the assessnientinal
version of the assessment was administered to 2,056 students in 39 higher education
institutions across the United States. For the data obtained from this lakge-sc



assessment, a unidimensional model in confirmatory factor analysis ancatedd Gr
Response Model in item response theory were employed to examine the arguments
regarding the internal structure and item properties. The results suggdse tAERS is
unidimensional with appropriate levels of item difficulty and information. The
pedagogical implications for the use of the AIRS test are discussed witt tedghae

areas where students showed difficulties in the domain of statisticannéer
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Chapter 1
Introduction
Statistical Inference

In David Moore’s textbook (2007), statistical inference is described as figovi
beyond the data in hand to draw conclusions about some wider universe, taking into
account that variation is everywhere and the conclusions are thereforeinh¢erta
xxviii). Garfield and Ben-Zvi (2008) grouped the topics of statistical im@zanto two
categories, parameter estimation and hypothesis testing.

The ability to draw inferences from data is a part of everyday life as pa@ple
confronted with situations where they need to critically review datadoelaims
(Garfield & Ben-2vi, 2008). Understanding of statistical inferencenjgortant in
scientific research since the concepts and processes in statisticaigefare used in all
empirical studies (Sotos, Vanhoof, Van den Noortgate, & Onghena, 2007).

In introductory statistics courses, students learn hypothesis tests amttooefi
intervals as main methods of making conclusions for quantitative data. A legoahgf
the college-level Guidelines for Assessment and Instruction in SIat{&AISE; ASA,
2005) is that students develop and evaluate inferences and predictions that are based on
data. The GAISE report recommends that students should understand the basic idea of
statistical inference, and emphasize the concept of a sampling distribution aitd how
applies to making statistical inferences.

Difficulties Understanding Statistical Inference

There seems to be an agreement about the importance of statisticacmierg.,

Aberson, Berger, Healy, & Romero, 2003; Garfield & Ben-Zvi, 2008). However, many
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misunderstandings have been reported that people are confused about the concepts and
processes in statistical inference (Falk & Greenbaum, 1997; HalleadsiK2002;

Wilkerson & Olson, 1997; Sotos, Vanhoof, Van den Noortgate, & Onghena, 2007). For
example, Tverky and Kahneman (1971) showed that people believe that any sample must
be similar to the population, regardless of its sample size. After this work, idahrend
Tversky established a cognitive basis for common human errors people shatisiital
inference.

More recently, there have been studies about people’s difficulty understanding
hypothesis testing. Specifically, research has revealed that studenthfficuity
understanding—the definition of the hypotheses (Vallecillos & Batanero, 1887), t
definition of significance level and thevalue (Falk, 1986), and the logic of hypothesis
testing (Vallecillos, 1999). Regarding students’ difficulties understandimmga
statistical inference, research studies have been conducted on why peoplieacsgow
misunderstandings. Several studies have been conducted about difficulties students have
understanding concepts in sampling distribution (e.g., Chance, delMas, & Garfield, 2004;
Saldanha & Thompson, 2002), which is a foundational concept to understand statistical
inference. Some studies have shown that students do not differentiate between the
distribution of a sample and the sampling distribution of a statistics (e.g., Lipson, 2003)
There are also studies that have revealed students’ difficulty undenstaineliconcepts
involved in the Central Limit Theorem (e.g., Batanero, Tauber, & Sanchez, 2004).

Informal Statistical Inference (ISI) and Formal Statistical Inference (FSI)

In the past few years, statistical educators have looked for new ways to help

students build an understanding of statistical inference, in light of currentale sear
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new developments in the practice of statistics. As a way to support a coherent
understanding of the concepts and processes in statistical inference, Witkuefg
Regan, and Horton (2011) suggest a learning pathway that introduces some of the “big
ideas” behind inference before teachiagnal statistical inferencesarfield and Ben-
Zvi (2008) address that ideas of inference should be introduced informally at the
beginning of the course, such as having students become familiar with seenegawh
sample corresponds to a distribution of sample statistics, based on a theory cedigpoth
They further argue that this may help students be less confused by the fd@asal |
procedures, and language when they finally reach the formal study of this topic.

The big ideas of inference that can be taught before formal inferenceststygge
content areas in statistical inference—informal statistical infer@&) and formal
statistical inference (FSI). In this paper, these terms are used thcstligaiefer to the
content areas ddtatistical inference. The topics of ISl include: the concept of
uncertainty; properties of aggregate data; recognizing sampling \iyjaghe concept of
unusualness; (informal) generalization from a sample to a population; (informal)
comparison between two samples. The concepts involved in formal statistiogl test
(e.g.,p-value, statistical significance, hypothesis tests, confidence ifdgara
categorized as FSI. In addition, the topics of foundations of formal stdtisfer@nce
(e.g., sample representativeness, sample variability, sampling distmjoarte also
included in this category given that they are foundational to understaodingl f
statistical inference (e.g., Chance et al., 2004).

Although there has been increased attention given to informal ideas incstatist
is only recently that researchers and educators attempted to chaeatiewizstinctive
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features of Informal Inferential Reasoning (lIR). For example ntefoeums of the
International Research Collaboration on Statistical Reasoning, Thinkingtanaicly
(SRTL-5, 6, and 7 in 2007, 2009, 2011, respectively), have gathered statistics education
researchers to discuss and share their research on IIR. ParticugRy1at5 (2007),
statistics education researchers put their efforts to characteriaattire of informal
reasoning through exploratory studies. Published articles (Ben-Zvi, 2006; Pfannkuch,
2006a; Pfannkuch, 2006b; Pratt, Johnston-Wilder, Ainley, & Mason, 2008; Zieffler,
Garfield, delMas, & Reading, 2008) share a common understanding about IIR
represented with three principles: (1) generalizations that go beyond destirébgigen
data; (2) the use of data as evidence for those generalizations; and (3)icoac¢het
express a degree of uncertainty, quantified or not, accounting for the vyriabil
uncertainty.
New Instructional Approaches to Develop Students’ Understanding
of Statistical Inference

Accompanied with ongoing calls for reform in introductory statistics courses,
different teaching methods for developing students’ inferential ideas haveilmmsed.
For example, Cobb (2007) and Kaplan (2009) have suggested major changes in how
statistical inference is taught in the introductory college course. QO challenges
statistics educators to purposefully reconsider and the content of introduatctycst
courses. Cobb (2007) argues, flexible and accessible technological tools now allow the
logic of inference to be put at the core of introductory course instead of the normal
distribution. Statistical inference can now be taught using a randdonizgtproach (e.g.,
permutation tests) instead of asymptotic sampling distributions. Cobb (2007) suggests
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that using permutation tests to learn statistical inference provides studtbnt®th a
conceptually easier instruction to statistical inference and a modern, etiopait data
analysis technique currently lacking in the first course in statiSioslar to Cobb,
Kaplan (2009) also suggested that resampling or permutation methods refleetsilyre
generalizable ideas and, for many students, they are more accessibj@ualhc

Inspired by Cobb (2007) and Kaplan (2009), recent NSP-sponsored projects have
developed new curriculum to introduce students to ideas of statistical infeienge
randomization methods (e.g., The CSI project, headed by Rossman, Chance, Cobb, &
Holcomb (http://statweb.calpoly.edu/csi); The CATALST course, develop&hbield,
delMas and Zieffler (http://www.tc.umn.edu/~catalst); The INCISJjqut, headed by
West, 2011).

Need for New Assessments

Now that there is increasing attention to randomization-simulation basecli@urri
to help students better understand statistical inference, there is a need igate/dst
impact of these curriculum on student learning and understanding of cahtigerence.
In addition, despite increased interest in informal inferential reasoningfang &
characterize IIR, there are no assessments of IR or studies on halali¥s ito
reasoning about formal statistical inference.

There are existing instruments used in statistics education eseat@valuation
to measure students’ reasoning in statistics (e.g., The StatisticariRepAssessment
(SRA), Garfield, 1998; The Statistics Concepts Inventory (SCI), Réeads, Murphy,

& Terry, 2006; and the Assessment Resource Tools for Improving Statidtioing
(ARTIST), Garfield, delMas, & Chance, 2002). Although these instruments assess
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important outcomes (e.g., assessing students reasoning, thinking, and conceptual
understanding), the topics assessed in these instruments do not cover the fullafiomain
reasoning about statistical inference. Thus, these existing instrumentsaligmatith

the current needs of an assessment: measuring informal inferenceciatassavith
reasoning about formal inference; and assessing inferential reasbstuglents taught
with randomization-simulation methods.

Moreover, the existing instruments have not been developed or validated using
modern psychometric measurement models (e.g., item response theory) that provide
ample information about properties of items (e.g., item difficulty, itenridigation,
item information). Therefore, there is also a need for a new instrument thaéiemkzl
and validated using modern psychometric theory so that the results from tlsen@sges
provide reliable and valid interpretations.

Overview of the Study

In response to the need for a new research instrument, this study was designed to
develop a reliable and valid measure to assess college students’ infeeastalimg in
statistics (IRS). In this study, IRS is defined as the way people dravwusmnrd from
data at hand to a broader context using the concepts and ideas of statisticadenfere

This instrument will eventually allow several questions to be addressed i@ futur
studies: How do students use informal ideas to understand formal conceptstioadtatis
inference? What kinds of informal ideas do students have before learning foeas? |
How are these two types of inference related each other in studesstirgg process?

This study attempts to build and support arguments for the use of the assessment
of evaluating informal and formal statistical reasoning of students odunttory
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statistics courses. An argument-based approach to validity (Kane, 1992, 2001, 2006a,
2006b; Kane, Crooks, & Cohen, 1999) was employed as a way to justify its score-based
interpretations and uses as an overarching logical framework. This approzeth tna
development of the assessment and validation of the interpretive arguments iatiae iter
process between test development and validation.

This study was structured with two stages, following Kane’s frameveor
formative and summative stage. In the formative stage, interpretive arguveret
specified based on claims regarding the proposed test score interpretatiarses. A
test blueprint and assessment were developed at this stage. A reviewtefdhard was
used to develop the preliminary versions of test blueprint and assessment. &sxped r
were used to revise the preliminary version of the test blueprint and the agsessm
Those sources also provided theory-based evidence to support the interpretive atgument

At the summative stage, different types of empirical evidence weretealland
examined. As evidence sources, cognitive interviews with an expert and students, pilot
testing, and field-testing for large-scale assessment wdrergdt Interpretative
arguments were investigated in terms of their plausibility by examihagsttent to
which each kind of evidence supports the claims underlying the arguments.

Overview of the Chapters

This thesis includes five chapters. The current chapter, Chapter 1, provides
background on current perspectives in statistics education, and an overview of the
research problem, focusing on the research on difficulties understandingcatatist
inference and drawing on the need for an instrument to measure IRS. Chaptew?g re
the literature related to IRS. This chapter provides the theoretical pivepeof major
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inferential statistical concepts and tools (eéPgvalue, hypothesis tests), as well as
controversies on the use of those tools. Relevant previous research studies on the topic of
statistical inferential reasoning are examined. Research studiesveewed on

foundations of statistical inference and formal statistical infer@rts.chapter also

reviews studies about IIR in terms of definition and components of IIR. Key finding

from the major studies on the topic of IIR are also reviewed. Existing insttsro

assess students’ reasoning in statistics are examined to inform themaeb

instrument to measure students’ inferential reasoning in statistics.

Chapter 3 describes the methodology used in this study. A description of validity
and validation methods (an argument-based approach to validation by Kane) is provided
with a framework of the study. Claims regarding the proposed assessméeinare t
provided specifying what to measure and how to use the test results. This setof cla
plays an enabling role supporting an interpretative argument as diffgoestdy
evidence are investigated. Different kinds of evidence to support validity angsiare
described. This chapter describes the formative stage and summagevefstasstrument
development and validation, and in each stage, different kinds of evidence sources are
explained with information on study participation, methods of data collection, and
analysis methods.

Chapter 4 reports the outcomes of the assessment development and validation.
With the same structure as Chapter 3, the evidence sources collected itagaciies
examined to evaluate the plausibility of the claims. After all the egelsources are
investigated, it synthesizes the research arguments, considering ait afplee analysis
results. Underlying inferences about test uses and score interpretati@evslaated by

8



judging the claims laid out in the formative stage. Finally, Chapter 5 provslasmary
of the research findings and discusses the research and teaching iomdicEtis

chapter also includes a discussion of future research.



Chapter 2
Review of the Literature

This chapter describes the literature that is relevant to statistieednce. The
review begins with definitions of inference and statistical inference. ktiastqraradigms
of statistical inference are summarized with respect to how probabilitycless
interpreted. Issues with the application and interpretation of statisstalg follow,
including a discussion of two different approaches to hypothesis testing. ®ebate
regarding null hypothesis statistical testing are then followed.

Next, research studies about statistical inference are presertddit
subsections: foundations of statistical inference and formal statistieednce. Studies
on foundations of statistical inference are centered around literature on reasaning a
sampling distribution considering that the concept of sampling distribution regresent
important building block to a coherent understanding of statistical inference (G¥tance
al., 2004; Noll, 2011). Reviews on literature about the topics of formal statistical
inference, such as hypothesis testing, are then described. Methodologies used, major
findings, the inferences made from the results, and the implications arsegda
literature review about informal inferential reasoning is then presenteana tf its
background, definitions and characteristics. Recent studies conducted on informal
inferential reasoning are reviewed.

From the research studies reviewed, a domain of statistical inference is
categorized into two content categories—formal statistical inferé&r&i &nd informal
statistical inference (ISl). Research questions are posed in order to inFat research
has not yet answered.
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What is Statistical Inference?
Definition and Importance of Statistical Inference

Moore (2007) states that statistical inference “moves beyond the data at hand to
draw conclusions about some wider univetaking into accounthat variation is
everywhere and the conclusions are uncertain” (p.172). Moore’s perspectiv@agive
general idea about statistical inference; making a conclusion about an imdaedader
context from data.

The ideas of statistical inference are used in all empirical ss€B8otos et al.,
2007). Saldanha and Thompson (2007) note that ideas of sampling and statistical
inference are important to understand “the degree to which data-based ctaims a
warranted” and to understand that “conflicting claims are not necessagly afs
confusion or duplicity” (p. 271). In the field of statistics education, it is clear that
statistical inference is a necessary skill in everyday citizenshigie(el and Ben-Zvi
(2008) note that drawing inferences from data is a part of everyday liferiacallyg
reviewing the results of statistical inferences from research mm@oriant capability for
all adults.

The 2000 Curriculum standards for grades 6-12 mathematics state that all students
should develop and evaluate inferences that are based on data. With regard to teaching
statistical inference, the NCTM standards include recommendationsaftesg® to 12—
students should:

. Use simulations to explore the variability of sample statistics from a

known population and to construct a sampling distribution.
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. Understand how sample statistics reflect the values of population
parameters and use sampling distributions as the basis for informal
inference. (p. 324, NCTM, 2000)

The Guidelines for Assessment and Instruction in Statistics (GAIpBijtre
(ASA, 2005), a document to provide a conceptual framework for K-12 statistics
education, recommends that students develop and evaluate inferences and predictions tha
are based on data. In the GAISE report at the college level, statistezakhice is
considered to be more important. Understanding the ideas of statistical inference
regarded as the most important learning goal in introductory statisticgecdine GAISE
report emphasizes understanding the concept of a sampling distribution and how it
applies to making statistical inferences, based on samples of data (includuhegtio® i
standard error); the concept of statistical significance, including isignde levels and
P-values; and the concept of confidence intervals, including the interpretation of
confidence levels and the margin of error. Therefore, it is evident that negsdaut
statistical inference is necessary skill in everyday life, and theeptsyand ideas of
statistical inference have been emphasized in school curricula.
Paradigms of Statistical Inference

The application of formal statistical methods stems from different rgatori
paradigms as well as psychologists’ reconciliation between two diffggpriaches to
use of the methods (Halpin & Stam, 2006). Understanding of these historical
backgrounds allows statistics educators to help students better learn andadistilyast

concepts and methods with comprehensive view on the ideas.
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There are three interpretations of probability that affect stalistiegence: the
classical, frequentist, and Bayesian approaches. In the classicaldy pnegprobability
is understood as the ratio of the number of alternatives favorable to that event tal the tot
number of equally-likely alternatives (Konold, 1991). This approach has beerzedtici
in that this interpretation is limited to trials with objects such as coinsaditspinners,
which are composed of equally-likely alternatives.

The frequentist approach emerged as a way to address the paradoxes of the
classical approach. In this view, a probability represents a long-run fieghg
considering repeated sampling of datasets similar to the one at hand (Cox, 2005). Kyburg
(1974) notes that the most desirable probability is one that tells us how to anticipate the
future perfectly. In this sense, the most attainable and simplest rule is te figaor
arithmetic and act “as we feel like acting” (p.23). Kyburg addresses tha¢¢aefor
statistical inference comes from a situation where we are uncertain avotdg behave
under certain circumstances (Kyburg, 1974). Along the same lines, Lehman’s (1991)
view on probability begins with uncertainty, and he addresses that data from obssrvat
provide guidance as to the best decision for the uncertain situation.

The last paradigm in understanding formal statistical inference is tresida
approach. From this view, probability is “a degree of belief held by a person abmit s
hypothesis, event, or uncertain quantity” (Phillips, 1973, as cited in Cox, 2005). Instead
of using probability as representing a long-run frequency, the Bayesian @ppattanpts
to attach a probability distribution to the unknown probability distribution. In other
words, Bayesian inference uses available posterior beliefs as the basakiiog
statistical propositions.
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Fisherian versus Neyman-Pearson

The frequentist approach dominated the uses and application of statistics in
scientific research between 1940 and1960, and many statistical methods wkrpedeve
in this period. Halpin and Stam (2006) further discern this period by considering extant
disagreements about the application and interpretation of statisticadjtespresented
by two opposing theories R. A. Fisher and J. Neyman-E. S Pearson propounded (Halpin
& Stam, 2006). The debates between Fisher and Neyman-Pearson (N-P) cthom out
their different perspectives on hypothesis significance testingharan test involves
only one hypothesized model, whereas an N-P test involves two hypotheses, a null
hypothesis and an alternative hypothesis. In Fisherian tests, the dmtribiuthe data
must be known, and this distribution is used both to determine the test and to evaluate the
outcome of the test. On the other hand, in the N-P perspective, the researcher chooses a
null hypothesis and tests the null against the alternative hypothesis éG$eist 2005, p.
121).

Batanero (2000) notes that the test forms and results from the tests ar¢heearl
same, but the underlying philosophy and the interpretation of the results are profoundly
different. She states that the philosophical basis of a Fisherian test istgroof
contradiction” since Fisherians confront a null hypothesis with observationsfPand a
value indicates the strength of the evidence against the hypothesis. For tins tteas
Fisherian approach is referred to as a “test of significance” ratheathest of
hypothesis.”

In the procedure of significance testing, Bvgalue gives a measure of the extent
to which the data do not contradict the model (Hubbard & Bayarri, 2003). Fisherians
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interpret aP-value as the probability of seeing weird data rather than the probability of
rejecting the null. On the contrary, in the N-P approach, a statistical éesiles of
“inductive behavior’—a criterion for decision-making that allows us to accegjextra
hypothesis (Christensen, 2005). In this case, the problem of statistical hyptibisg
occurs when we need to make a choice between two competing courses of action
(Batanero, 2000).

There have been extensive debates between these two approaches. The critics of
Fisherians argue that, if the model is not rejected, the best interpretatiba fesult
from significance testing is that “the data are consistent with the md@ialistensen,
2005, p.122). In other words, since not rejecting the model certainly does not prove that it
is correct, the interpretation of nonsignificant outcomes from significaniegés
ambiguous in Fisherian approach (Halpin & Stam, 2006; Hubbard & Bayarri, 2003). The
N-P approach has been criticized mostly because of its misuse and misiatierp gt
results in practice. Critics of the N-P approach argue that it focuses onl aidmadl;
thus, it often leads to bad decisions between the two alternative hypotheses.
Controversies about Null Hypothesis Statistical Testing (NHST)

Null Hypothesis Statistical Testing (NHST) has arguably been the nbesityw
used method of data analysis for the past 70 years (Nickerson, 2000). One giadaifappe
NHST is that it provides the use of “a straightforward, relatively simpléodedf
extracting information from noisy data” (Wainer & Robinson, 2003, p. 28). It is also
considered to be “an objective, scientific procedure of advancing knowledge” (Kirk,
2001, p. 214). Although NHST has served an important purpose in the advancement of

scientific study inquiry, there have been debates regarding the use of NHST.
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Several statisticians, as well as educators, criticize NHST featiguse of its
nature (e.g., Cohen, 1994; Falk & Greenbaum, 1995; McDonald, 1997; Rosnow &
Rosenthal, 1989) and also because of its misuse and misinterpretation (e.g., Cohen, 1994;
Falk, 1986; Falk & Greenbaum, 1995; Gigerenzer, 1993; Sedlemeier & Gigerenzer,
1989; Thompson, 1989, 1996). Cohen (1994) provides a review of the problems of
NHST, as well as its misinterpretation. He points out the logical flaw afuciese
syllogistic reasoning” embedded in NHST. The basic structure of the N84St the Ho
is correct, then these data are highly unlikely. These data have occurred. Therefore, the
Ho is highly unlikely(H, is probably not true, and therefore, formally invalid). A
misapplication of this “deductive syllogistic reasoning” is also pointed o&abyand
Greenbaum (1995). They call the logic behind NHST an “illusion of probabilistic proof
by contradiction”. Cohen further argues that NHST does not tell us “what weavant t
know,” but rather tells us, “Given that Ho is true, what is the probability of thes€e data?
(p- 997). Kirk (2001) also criticizes NHST in that it does not tell us how large thé¢ effec
is, or whether the effect is important or useful.

In addition to these flaws in the nature in NHST, several researchers have
considered the misuse and misinterpretation of NHST. The following are
misunderstandings regarding the interpretation of NHST that have been miost ofte
addressed in a literature review of NHST uses.

o Misbelief that failing to reject the null hypothesis is equivalent to

demonstrating it to be true (Batanero, 2000; Nickerson, 2000).
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o Misbelief that theéP-value is the probability that the null hypothesis is true,
and that (1-p) is the probability that the alternative hypothesis is true
(Carver, 1978; Falk & Greenbaum; 1995; Nickerson, 2000).

. Misbelief that a smalP-value means a treatment effect of large magnitude
(Cohen, 1994; Rosenthal, 1993).

o Misbelief that a smalP-value is evidence that the results are replicable
(“replicability fantasy”; Carver, 1978; Falk & Greenbaum; 1995;
Gigerenzer, 1993; Greenwald, 1975; Rosnow & Resenthal; 1989;
Thompson, 1996).

. Confusion between “significant” and “statistically significant” (@i
1997; Thompson, 1996; Schafer, 1993).

Why are these confusions about NHST so pervasive? The most plausible
explanation of this comes from two incompatible origins of statistical testtirgher and
Neyman-Pearson—described in the previous section. Batanero (2000) argues that t
current practice of statistical tests contains elements of decision preséaun N-P but
elements of inferential procedures from Fisher. She notes that these twahpprare
applied] at different stages of the process” (p. 87), although they are not comparable
(Christensen, 2005; Gigerenzer, 1989). The significance of this hybridization of two
different views has also been described as “a failure to understand the foundations of
statistical inference” by Hubbard and Bayarri (2003, p.171). Similarly,réiger,

Swijtink, Porter, Daston, Beatty, and Kruger (1989) maintain that the disputechetivee
two views has been hidden in applications of statistical inference in psycholbgyeer

experimental sciences, in which it has been assumed that there is only otieastatis
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solution to inference. Christensen (2005) provides a further argument on the
incompatibility of the Fisherian and N-P approaches:

Many of them [the N-P testers] tend to adopt the philosophy of Fisherian

testing (involvingP-values, using small alpha levels, and never accepting

a null hypothesis) while still basing their procedure on an alternative

hypothesis....The motivation for using small alpha levels seems to be

based entirely on the philosophical idea of proof by contradiction. Using a

large alpha level would eliminate the suggestion that the data are unusual

and thus tend to contradict.HHowever, N-P testing cannot appeal to the

idea of proof by contradiction. (p. 123)

With regard to incomparable ideas between the Fisherian and N-P approaches,
Wainer and Robinson (2003) provide Fisher’s original idea of statistical testing:

When p is small, [Fisher] declared that an effect has been demonstrated.

When it is large, he concluded that, if there is an effect, it is too small to

be detected with an experiment this size. When it lies between these

extremes, he discussed how to design the next experiment to estimate the

effect size. (p. 23)

This indicates that the current practice of usage and interpretation of SH&
from Fisher’s original idea, which considerP-&alue as the strength of evidence against
the hypothesis, as opposed to a decisive tool for making a decision between dichotomous
hypotheses.

In order to improve the current practices of NHST, some suggestions have been
presented. First, NHST can be a valued tool when accompanied by effect dizes tha
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provide information regarding the trustworthiness of estimates of the afecesy.,
Cohen, 1994; Wainer & Robinson, 2003). Kirk (2001) notes that the focus of research
should be on “what the data tell us about the phenomenon under investigation” rather
than on rejecting a null hypothesis and obtaining a dmadllue (p. 213). Wainer and
Robinson (2003) also note that NHST is most often useful as an adjunct to other results
(e.q., effect sizes) rather than as a stand-alone result. Simildrpn@&c1996) argues
that confidence intervals offer a solution for many problems associated wiikettoeé
NHST. In addition to combining information on location and precision, confidence
intervals are considered as a tool to convey information on effect size (Scho9ia
Cohen, 1994), as well as to reduce binary thinking (Hoekstra, Kiers, & Johnson, 2010).
Furthermore, a confidence interval is considered to be easier to interptr assit is a
visual representation of effect size and a measure of uncertainty (Schitiditér,
1997); thus, both can be seen at a single glance (Hoekstra et al., 2010).

Although there have been different historical paradigms of statistica¢nder
(classical, frequentist, and Bayesian) and debates on the use of hypothiagisttées
study focuses on the methods currently being taught in most of the introductorigstatist
courses—Neyman-Pearson approach in frequentist perspective.

Research Studies on Inferential Reasoning in Statistics

A review of research literature is structured into two subsections—studies about
foundations of statistical inference and studies about formal statisfieggnce. This
structure is reflected in the content and order of topics shown in most textbooks of
introductory statistics courses (e.g., Moore & McCabe, 2006). In these textbooks,
samples and sampling distributions, and the central limit theorem are explained as
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foundations to inferential statistics. Students then learn how to perform fdatistical
testing such as hypothesis tests.

Given that understanding sampling distributions is regarded as foundational to an
understanding of formal statistical inference, review of the literaturkeofotindations
of statistical inference is focused on studies about understanding samsiiiutions.

The second category of literature review includes studies about underststatistgcal
testing.
Studies on Foundations of Statistical Inference

In this section, the research is reviewed with regard to methodologies used and
major findings.

Methodologies Most studies on people’s understanding foundational ideas of
statistical inference conducted are one-group posttest only evaluations with some
variations in terms of settings, subject levels, sample size, and tasksestami

First of all, most studies have been carried out in observational classromgssetti
(e.g., Carver, 2006; Lunsford, Rowell, & Goodson-Espy, 2006; Well, Pollastek, &
Boyce, 1990, Study 1), with a few exceptions that included controlled conditions (e.g.,
Well et al., 1990, Study 3). Second, some studies included a specific course as a
treatment (e.g., Konold, Pollastek, Well, & Lohmeier, & Lipson, 1993; Konold, 1994),
but not always (e.g., Haller & Krauss, 2002). Third, researchers have useendiffer
methods for data collection—interviews (e.g., delMas & Liu, 2005; Kaplan, 2009;
Konold et al., 1993) and a mixture of multiple-choice and open-ended questions (e.g.,
Haller & Krauss, 2002). Some researchers have used large-scalenasgs$s.g.,

Carver, 2006; delMas & Liu, 2005, delMas, Garfield, Ooms, & Chance, 2006). They also
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have also used think-aloud problem-solving protocols with a small number of
guestionnaires (e.g., Hertwig & Gigerenzer, 1999). Another factor that vartkesswith
regard to methodology is sample size—some studies have included a very small number
of subjects (e.g., n<20 in Hertwig & Gigerenzer, 1999), while others have employe

larger sample sizes (e.g., n>50 in Konold, 1994).

Age levels of the subjects range from primary students to undergraduates and
teachers. Sample sizes range from small (e.g., n=10 in Kaplan, 2009) to larggshamb
subjects (e.g., n=114 in a pre- and post-tests in Chance et al., 2004). A summary of the
studies’ characteristics (research design, sample size, subjectslay@dand data
collection methods) is presented in the Appendix A.

Findings. Most research on the topic of statistical inference has evolved from the
early work of Daniel Kahneman and Amos Tversky. From studies about common human
errors using heuristics and biases (Kahneman & Tversky, 1973; Tverskiigeian,

1974), they established a cognitive basis for common human errors. They began their
study with a detailed account of trepresentativeness heuristactendency to assume
that a sample represents the population regardless of its size. The folloaing is
description of this heuristic shown in one of their instrumental papeligf in the Law

of Small NumbergTversky & Kahneman, 1971):

People view a sample randomly drawn from a population as highly

representative, that is, similar to the population in all essential

characteristics. Consequently, they expect any two samples drawn from a

particular population to be more similar to one another and to the
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population than sampling theory predicts, at least for small samples. (p.

24)

Kahneman and Tversky (1972) found this heuristic from university students and
identified it as théaw of small numberss opposed to tHaw of large numbersSince
their work, researchers have shown similar findings that people in general tenH &t
a sample, just as a small part of a whole, and they place an excessive amount of
confidence in small samples (e.g., Rubin, Bruce, & Tenny, 1991).

In a later study, Kahneman and Tversky (1982) conjectured that people tend to
focus their attention to individual samples ignoring distributional propensities of the
samples when making judgments under uncertainty. Compelling evidence for this
conjecture was presented by Konold (1989). Referred to asitbeme approach
Konold found that people tend to base predictions of uncen@ividual outcomes on
causal explanations instead of on information obtained from repeating an experimen

In a study by Rubin et al. (1991) with senior high school students, the researchers
found that students have inconsistent models of the relationship between samples and
populations. They also found that, for students who lack experience in thinking about a
distribution of samples generated from a particular population, it is not easy totanders
that “sample variability is the contrasting idea that samples from ke $iogulation are
not all the same and thus do not all match the population” (p. 314).

In understanding of the idea of sample representativeness and sampling
variability, the concept of sample size becomes important. Several stukeshioavn
that students appear to have difficulty taking into account sample size in asaomitt
sample distributions (Mokros & Russell, 1995; Sedlemeier & Gigerenzer, 1998kyve
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& Kahneman, 1971; Vanhoof, Sotos, Onghena, & Verschaffel, 2007; Schwartz,
Goldman, Vye, Barron, & The Cognition and Technology Group at Vanderbilt, 1998).

Well et al. (1990) investigated how undergraduate students incorporate the
information of sample size in sampling distributions. Four experiments difragt
different aspects of the problem revealed that students have incomplete icosoaipt
sample size. People appear to understand that the means of larger sampbes kkelyn
to resemble the population mean, but do not understand the implications of this fact for
the variability of the sample mean, neglecting the effect of samplensizieipreting
sampling variability.

Sedlemeier and Gigerenzer (1997) investigated 46 university students’
understanding about frequency distributions and sampling distributions. They found that
students did better at solving frequency distribution tasks than sampling distribution
tasks, even when the participants fully understood the concepts given in sampling
distribution tasks. Sedlemeier and Gigerenzer (1997) noted that studentsinstuiti
regarding the empirical law of large numbers apply directly to frequeistributions,
but not to sampling distributions. As a plausible reason for this, the researchers
suggested, whether objects or events, the units of frequency distributions can be
experienced in daily life, whereas proportions and means, the units of sampling
distributions, are rarely experienced directly in everyday life.

Saldanha and Thompson (2002) conducted teaching experiments with senior high
school students, and they found that students tend to focus on individual samples and
statistical summaries of individual samples instead of looking at how cofisatf
sample statistics are distributed. Saldanha and Thompson also found that students showed
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a tendency to predict sample outcomes based on causal analyses insteadaafl statist
patterns in a collection of sample outcomes. This finding is similar to the outcome
approach studied by Konold (1989).

Thompson (2004) examined students’ difficulty in understanding concepts of
sampling distributions incorporating three major concepts: representasy@aeiability,
and sample size. He found that those students who seemed to understand the ideas and
who used a margin of error for a sample statistic had developed what he called a
“multiplicative conception of sample” (MCS)—a conception of sample thatledtai
variability among samples, the idea that each sample has an associestiscl thiat varies
as samples vary. They argue that MCS enables students to understand thehiplations
between individual sample outcomes and distributions of a class of similar outtemes
the same way, Saldanha and Thompson (2002) address that MCS empowers students to
consider a sampling outcome’s relative unusualness.

In terms of the misunderstandings students exhibit in reasoning about sampling
distributions, results from studies tend to be consistent with the findings from studies
These include:

o Students believe that the sampling distribution of a statistic should have
the same shape and properties as the population distribution, indicating
that students are confused about the population and the sampling
distributions (e.g., delMas, Garfield, Chance et al., 1999a; 1999b).

. Students do not differentiate between the distribution of a sample and the
sampling distribution of a statistic (e.g., mean; e.g., Lipson, 2003; delMas

et al., 1999a; 1999b).
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. Students do not understand the idea ofaleof large numberédelMas
et al., 1999a; 1999b; Innabi, 1999).
. Students show misconceptions in understanding the concepts involved in
the Central Limit Theorem (Batanero et al., 2004; Chance et al., 2004;
delMas et al., 1999a, 1999b; Earley, 2001; Lunsford et al., 2006; Pfaff &
Weinberg, 2009).
delMas, Chance, and Garfield (Chance et al., 2004) exarhowthey develop
students’ reasoning ama what waysnstruction could help build students’ inferential
reasoning. The researchers designed five studies to investigateldiauties students
experience when learning about sampling distributions. In the fourth study, Chahce e
(2004) interviewed college students to gain a more in-depth understanding about
students’ conceptions of sampling distribution as well how they actually develop
reasoning about sampling distributions. From the findings, they developed svfrdme
to describe the development of students’ statistical reasoning about sampling
distributions, based on the work of Jones and colleagues (Jones, Thornton, Langrall,

Mooney, Perry, & Putt, 2000). This framework consists of the following five levels of

reasoning:

. Level 1—Idiosyncratic Reasoning: The student knows words and symbols
related to sampling distributions, uses them without fully understanding
them, often incorrectly, and may use them simultaneously with unrelated
information.

. Level 2—Verbal Reasoning: The student has a verbal understanding of

sampling distributions and the implications of the Central Limit Theorem,
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but cannot apply this to the actual behavior of sample means in repeated
samples.

o Level 3—Transitional Reasoning: The student is able to correctly identify
one or two characteristics of the sampling process without fully integrating
these characteristics.

. Level 4—Procedural Reasoning: The student is able to correctly identify
the three characteristics of the sampling process, but does not fully
integrate them or understand the predictable long-term process.

o Level 5—Integrated Process Reasoning: The student has a complete
understanding of the process of sampling and sampling distribution, in
which rules and stochastic behavior are coordinated.

As seen in a study by Chance et al. (2004), use of simulation in research studies is
not rare in studies in the topic of sampling distributions. Incorporating simulatithe
curriculum by using either hands-on activity (e.g., Chance et al., 2004; Pfa#igbérg,
2009) or computer software (delMas et al., 1999a; 1999b; Earley, 2001; Lane & Tang,
2000; Lipson, Kokonis, & Francis, 2003; Lunsford et al., 2006), researchers have
investigated its impact on students’ learning of sampling distribution concepts a
analyzed in what specific areas students encounter difficulties.

Lane and Tang (2000) studied the effectiveness of simulations for teaching
statistical concepts, compared to the effectiveness of a textbook. One hundredemd fifte
undergraduate students were randomly assigned to the conditions of a factorial
combination of “Medium” (computer simulation versus textbook) and “Question”

(Specific versus Non-specific). This study revealed that trainingninylaiion led to
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better performance than training by a traditional textbook approach. The hessarc
found that simulation was especially effective when coupled with questions thsédoc
students’ attention to the relevant features or characteristics of thatsomul

Contrary to the results found by Lane and Tang (2000), several studies have
revealed that simulation is not a sufficient way for students to develop negsdni
sampling distributions (delMas et al., 1999a, 1999b; Lipson, 2003, Lipson et al., 2003;
Lunsford et al., 2006; Vanhoof et al., 2007). In delMas et al. (1999a; 1999b), researchers
developed a computer simulation, Sampling Distribution, to facilitate studeautsing
of the concepts and ideas of the sampling process and distributions of samples. The
researchers found that several students still did not appear to develop coreethgeas
about sampling distributions, although there were some positive changes. Riegogniz
that simply showing students sampling distributions that are produced from random
sampling does not improve students’ understanding, in the next study, the resé¢mdhers
the students make conjectures first. Based on their predictions about differemtampi
sampling distributions from various populations, students were then provided correct
distributions. As a result, students’ performance improved on the posttest when they were
required to confront their misconceptions directly (delMas et al., 1999a; 1999b).

Lunsford et al. (2006) replicated the study of delMas et al. using the same
conditions (post-calculus introductory course, use of the same assessmente saftd/a
interview), but adding a pre- and post-survey to ask about students’ reactionsfto speci
instructional strategies. They found similar results to the previous chsesicr Many

students still showed incomplete reasoning, specifically in reasoning abdieritral
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Limit Theorem, although they showed improvement in post-tests after expegehei
computer simulation activity.

In summary, a number of studies provide many substantial works in research
about people’s understanding of sampling distributions. Observational studies gath lar
sample sizes in some research studies have provided robust findings in terms of
misunderstandings of the concept of sampling distributions. Teaching experiments and
the use of various qualitative data have provided a framework to understand how students
develop their reasoning about sampling distributions. Research studies on student
understanding of sampling distributions have tended to employ both quantitative and
gualitative methods. With relatively large sample sizes, many studieséwaated
robust findings. There are also studies that examined why students encountétydiffic
and in what ways instruction may be helpful in improving their reasoning beyond
identifying the misconceptions. There are also researchers who have ek#mimapact
of simulation using hands-on activity or computer software.

Studies about Formal Statistical Inference

Researchers agree that getting students to make sense of formal camtepts a
ideas in statistical inference is a very difficult goal for stagsnstructors because of the
persistence and deepness of misunderstandings held by learners (Daniel 2129808
2000; Sotos et al., 2007). Although educators recognize that students struggle with
understanding formal statistical inference—the concepts and the logicathbgs
testing, empirical studies are sparse on this topic compared to studies on sampling

distributions. Characteristics of research studies on this topic are ddsuzite

28



Methodologies Most of the studies on reasoning about formal statistical
inference present only a one-group posttest evaluation with some exceptions:
implementing pre- and posttest (e.g., Falk & Greenbaum, 1995) or tests at ntinftgsde
(e.q., Pfaff & Weinberg, 2009). Only a few studies have used control conditions (e.g.,
Lane & Tang, 2000), while most are observational. The number of subjects has varied,
from a small sample (e.g., 10 subjects in Kaplan, 2009) to a large sample (e.g., 436
subjects in Vallecillos, 2002). Although subjects are mostly college studeméesatke
also some studies conducted with teachers (e.g., Haller & Krauss, 2002) ohexsea
(Mittag & Thompson, 2000). No studies were found that included subjects in primary or
secondary school, supposedly because of the level of the topic. With regard to the
methods of data collection, interviews (e.g., Williams, 1999a; 1999b), a mixture of
multiple-choice and open-ended questions (e.g., Vallecillos, 1999), and surveys (e.g.,
Mittag & Thompson, 2000) have been used.

Findings. Although there are limited research studies on students’ understanding
of formal statistical inference such as hypothesis testing, reseaattempted to find
difficulties and misunderstandings that students tend to show in learning the concepts of
hypothesis tests. One of the studies found is by Liu and Thompson (2009). The
researchers conducted a teaching experiment during professional develapmaeat.s
From the interviews with eight high school statistics teachers, the ckeemaidentified
the difficulties and conceptual obstacles that teachers experienceaningesbout the
logic of hypothesis testing. The majority of the teachers failed to concdeptagirocess
of entailing a correct interpretation of unusualness. As an example, the fgllowin
guestion was presented to the teachers:
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Ephram works at a theater, taking tickets for one movie per night at a

theater that holds 250 people. The town has 30,000 people. He estimates

that he knows 300 of them by name. Ephram noticed that he often saw at

least two people he knew. Is it in fact unusual that Ephram knows at least

two people who attend the movie he shows? (p. 10)

Teachers’ first responses to this question were mostly intuitive, such asult
not be unusual.” In subsequent discussions, only one teacher had a conception of
unusualness that was grounded in an understanding of the distribution of sample
statistics. Other teachers have shown various conceptions of unusual; none of their
reasoning is conceptualized based on repeated sampling that allows them to quantify
unusualness. From this study, Liu and Thompson (2009) concluded that teachers’
incomplete conceptions of probability results is a challenge when trying to understa
inferences in hypothesis testing.

In addition to the conceptual challenges under the logic of hypothesis testing, Li
and Thompson (2009) found that teachers had difficulty in conceiving the role of
hypothesis testing as a tool for making a conclusion from inferences. listunyr
teachers appeared not to internalize the functionality of hypothesis tebbmgng a
lack of understanding as to how hypothesis testing can be a useful tool for making
decisions.

Vallecillos (2002) found similar results from university students. Examining 436
university students’ understanding of hypothesis testing, he found that students do not
consider hypothesis testing as a process of decision making to accept @& reject
hypothesis. Vallecillos identified four different conceptions regardingyfhe df proof
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that hypothesis tests provide: a) conception of the test as a decision-madqrg rul
conception of the test as a procedure for obtaining empirical support for the hygpothesi
being researched; c) conception for the test as a probabilistic proof of thedsgmtand
d) conception of the test as a mathematical proof of the hypothesis’ truth.

Confusion about the logic of hypothesis testing was also shown in a study by
Williams (1999a; 1999b). Conducting interviews with 18 students in an introductory
statistics course, he investigated about students’ conceptual and proceduratigeavil
significance level. A concept map was used to assess students’ conceptuatigapwle
and formal hypothesis test tasks were used to assess procedural knowledgés Stude
were asked to talk aloud as they completed a concept map task and two formal
hypothesis-testing tasks. On the conceptual test, students’ understandingeebout t
definition of significance level varied from seeing it as representiageh for decision-
making, a measure of significance, or a level of confidence or error. On thdymaice
test, students demonstrated a confusion betWeglues and significance level.

Smith (2008) examined existing differences in students’ understanding between
the concepts and procedures of hypothesis testing. In order to explore how undergradua
students develop an overall “big picture” of statistical hypothesis testiaggx@mined
104 introductory students’ understanding of hypothesis testing using a 14-itemenultipl
choice questionnaire. She also conducted follow-up interviews with 11 students who
presented a range of performance patterns on the questionnaire. In this sttidy, Smi
found that students did not have high degrees of conceptual understanding or adaptive

reasoning. Although students were able to perform the procedures, students did not have
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strong understandings of the concepts, logic, and uses of the methods in hypothesis
testing.

While these researchers examined students’ understanding of methods of formal
statistical inference as an entire process (e.g., process of decisiomg noakogic of
hypothesis testing), some researchers have focused on specific topics involvealin form
statistical inference (e.g., the meaning of statistical signiéied-values, or the role of
sample size in hypothesis tests). Wilkerson and Olson (1997) surveyed 52 graduate
students to investigate about students’ understanding of the relationships between
treatment effect, sample size, and statistical significance. BRé&sutt the survey
revealed that student responses placed more confidence in the results of stodaegev
sample sizes than in the results of studies with small sample sizes, repafdhe
criterion on which that confidence was based. A significant number of respondeus fail
to recognize that a small sample requires a greater treatmentttieéie a large sample to
obtain an equal level of statistical significance.

A study conducted by Haller and Krauss (2002) showed people’s
misunderstanding of significance tests &walues. Methodology instructors, scientific
psychologists, and psychology students in German universities were includeceatssubj
The researchers provided them with six true-false items represécaimgnon illusions”
of the meaning of a significant test result. In this study, many instruantors
psychologists tended to show incorrect understanding &losuto interpret a significant
result from hypothesis testingor those six statements of interpreting a significant result,

nearly 90% of psychologists and 80% of methodology instructors showed at least one of
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the false “meanings” of prvalue (e.g., “You have found the probability of null
hypothesis being true”).

From researchers’ effort to find empirical evidence of what specific
misunderstandings occur, specific areas that people showed difficulties intandiexg
of formal statistical inference are identified in the literature astddibelow:

o The definition of the hypotheses (e.g. Vallecillos & Batanero, 1997)

. The nature (role) of hypothesis tests (e.g., Mittag & Thompson, 2000)

o The conditional logic of significance tests (e.g., Haller & Krauss, 2002)

) The interpretation dP-values (e.g., Williams, 1999a; 1999b)

. The evaluation and interpretation of statistical significance (e.g.,

Wilkerson & Olson, 1997)

Although there seems to be an agreement on what misconceptions people show in
formal statistical inference, there is little empirical reskabout where these
misconceptions come from and how to improve students’ understanding of the concepts
in hypothesis testing. A research study by Kaplan (2009) provides a possibleaérpla
of why students show difficulty in inferences of hypothesis testing. She codducte
study about grounded conception, which prevents sound reasoning. She specially focused
on the impact of “Belief Bias” discovered by psychologists, which is a tendencste
the strength of arguments based on the believability of the conclusions” (Kaplan, 2009)
In interviews with ten undergraduate students, she asked about three scenarmagjrvary
degrees of believability (low, moderate, and high believability). Each task incéude
description of an experimental study with statistical conclusions, alongPwistiues and

interpretations of the results of the hypothesis test. In the given tasksitstsidewed
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three types of evidence as being convincing: 1) statistical results; 2)angesance of
evidence; and 3) a justification or rationalization. In addition, students tended ts be les
convinced by the statistics when the conclusion suggested by statisticalcewas
incongruent to a prior belief. In this case, students tried to search forfigatistn of the
conclusion, or they relied on their preexisting opinions.

Although Kaplan'’s study provided one plausible explanation of students’
difficulty in understanding inferences involved in formal statistical imfeee the sample
size and type of tasks limit the generalization of results of this study rtgea tontext.
Studies of other factors that could also influence people’s misunderstanding df forma
statistical inference were not found in the literature.

What is Informal Inferential Reasoning (lIR)?

Given that students show consistent difficulties in understanding and reasoning
about formal statistical inference, researchers and educators haveyiregeto find
ways to develop students reasoning about statistical inference. One oéthgtsiis to
expose them to situations where they use informal reasoning. Garfield az¥iBen-
(2008) suggest that ideas of inference should be introdafmrdhally at the beginning of
the course, such as having students become familiar with seeing whengle sam
corresponds to a distribution of sample statistics, based on a theory or hypothesis. They
further argue that this may help students be less confused by the formal ideegues,
and language when they finally reach the formal study of this topic.

Ben-Zvi (2006) also argues that statistical inference is essgmtifdrmal,
although teaching inference in statistics has focused on formal methodsrI$mnatt
et al. (2008) maintain that conceptual struggle in statistics needs to takeoplsitelénts
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in order to engage in informal inferential reasoning from a constructiaistest As
noticed, these researchers consider informal inference as a way to sugb@reatc
understanding of formal concepts in statistical inference. In addition, itragbeathey
are more interested in students’ naive conceptions than identifying of students’
misunderstandings of reasoning about formal statistical inference.

In the next section, the terms that are used about statistical infererctardred.
The section also presents definitions, describes characteristics ofdhiaferential
Reasoning (IIR) and reviews research studies on IIR.

Inferential Reasoning in Statistics (IRS)

In literature about statistical inference, it appears that differenstare used
interchangeably (e.g., statistical inference, inferential reasamisigtistics, and
reasoning about statistical inference). Specifically, researcatlite seems to use the
two terms without distinguishing betwestatistical inferencendreasoning about
statistical inferenceFor instance, in Sotos et al. (2007), the researchers use the term
statistical inference asa@ntentdomainthat includes several topics in it (e.g., “a core
idea in the understanding the concepts in statistical inference”). Howevegffierzat
al. (2008) statistical inference refers tieasoning proces&.g., “formal methods of
statistical inference”).

To clarify the uses of the terms, this study refers to the term isttisference as
a content domaithat involves the concepts and ideas related to inferential statistics. As
reviewed in previous sections, this includes foundations of statistical indéefemyc,
sampling distribution) and formal statistical inference (e.g., hypotlessting). Statistical
inference also includes the topics regarding informal inference, whickaslkd in this
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section. Differentiating from statistical inference as a content agrias study uses the
term inferential reasoning in statistics (IRSy@easoningthat people use to understand
the concepts and ideas of statistical inference. IRS is defined as the waygraoapl
conclusions from data at hand to a broader context using the concepts and ideas of

statistical inference. The relationships between the terms areailedcsin Figure 1.
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Figure 1.Conjectured relationships between the terms relatathtistical inference.

Definition and Components of [IR

Rubin, Hammerman, and Konold (2006) describe IIR as a construct formed with
multiple dimensions. In this perspective, IIR has properties of “aggregstes than
properties of the individual cases themselves, signals and noise, various forms of
variability, sample size, controlling for bias, and tendency” (p. 2). The muéteec
aspect of informal inference is also shown in the definition of IIR suggested by
Pfannkuch (2006b). She explains that IIR is the ability to interconnect ideas of—

distribution, sampling, and center, within an empirical reasoning cycle. Ma&a&Rzbin
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(2009) also view informal inference as a multi-faceted construct, and provideleddeta
description:

By formal statistical inference, we refer to inference statemesad to

make point or interval estimates of population parameters or formally test

hypotheses, using a method that is accepted by the statistics and research

community. Informal statistical inference is a reasoned but informal

process of creating or testing generalizations from data, that is, not

necessarily through standard statistical procedures. (p. 85)

Makar and Rubin’s (2009) description about informal inference seems to include
two key components: (1) making an inference about a population or testing hypotheses,
and (2) a process of inference that does not utilize (formal) statjgtaaddures. These
two components are also seen in Rossman’s (2008) perspective on IIR where he
describes IIR as “going beyond the data at hand” and “seeking to elirmmgantify
chance as an explanation for the observed data” through an argument with no formal
method, technique, or calculation (as cited in Zieffler et al., 2008).

Ben-Zvi (2006) includes an argumentation component to this definition of IIR. He
describes argumentation is a “discourse for persuasion, logical proof, and exndeade
belief, and more generally, discussion in which disagreements and reasoning are
presented” (p. 2). From Toulmin’s argumentation model (1958)—which consists of data,
warrant, backing, qualifier, reservation and claim—Ben-Zvi notes that tlgratitsn and
cultivation of informal inference and informal argumentation are essentiahstracting

students’ statistical knowledge and reasoning in rich learning contexts.
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Incorporating different perspectives on IR including Makar and Rubin’s (2009)
and Ben-Zvi's (2006), Zieffler et al. (2008) provide a working definition of infdrm
inference: “the way in which students use their informal statistical knlg®léeo make
arguments to support inferences about unknown populations based on observed samples”
(p. 44). Zieffler et al. (2008) also provide components of an informal inferential
reasoning framework. The components are:

. Making judgments, claims, or predictions about populations based on
samples, but not using formal statistical procedures or method$e.g.,
values, t-tests);

. Drawing on, utilizing, and integrating prior knowledge (e.g., formal
knowledge about foundational concepts; informal knowledge about
inference, such as recognition that a sample may be surprising, given a
particular claim; use of statistical language), to the extent that this
knowledge is available; and

o Articulating evidence-based arguments for judgments, claims, or
predictions about populations based on samples. (p. 45)

In summary, IIR is described as the way that people reason using interconnected
informal knowledge or ideas to make claims about population and to support inferences
from observed samples to the population. IIR is differentiated from forntistist
reasoning in that, in IR, standard statistical procedure or concepts (pathésis tests,

p-value, or statistical significant) are not necessarily used.
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Role of IR in Reasoning about Statistical Inference

In general, informal reasoning is useful when information is less accessible
when the problems are more open-ended, debatable, complex, or ill-structured, gspeciall
when the issue requires individuals to build an argument to support a claim (Means &
Voss, 1996). In statistics education, IR is considered as “a potential pathway” for
supporting students’ understanding of formal statistical concepts (Makarbng R
2009). A similar, but more detailed role of IIR is presented in Ziefflat.¢2008):

[Because] statistical inference integrates many important ideas in

statistics—such as data representation, measures of center and variation,

the normal distribution, and sampling—introducing informal inference

early and revisiting the topic throughout a single course or curriculum

across grades could provide students with multiple opportunities to build

the conceptual framework needed to support inferential reasoning. (p. 46)

From this paragraph, it seems that the essential role of informal infergheg is
the IIR can be used to support students’ IRS as they learn important idedisiicat
inference.

Makar and Rubin (2009) also advocate that IIR provides “new opportunities to
infuse powerful statistical concepts very early in the school curriculum and tee
focus of statistics to a tool for insight into understanding problems rather than only a
collection of graphs, calculations, and procedures” (p.102), a notion that has also been

addressed by other researchers (e.g., Ben-Zvi & Sharett-Amir, 2005; Sorta, 2006)
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Studies on Informal Statistical Inference

Given the role of IIR in reasoning in statistical inference, educators and
researchers have attempted to define and characterize 1IR. Thereebaweddn some
empirical research studies on this topic.

Pfannkuch (2005) conducted a case study in a grade 10 classroom after the
teacher participated in a workshop to investigate about statistical thinkiegcbietrs as
well as students. The subjects’ attempts at informal inference with bow@gs
examined from student bookwork, student responses to assessment tasks, and the
teacher’s weekly audiotaped reflections, the researcher investigatedtstattempts at
informal inference with boxplots. From an analysis of students’ responses, Pfannkuch
found that students did not tend to explain how their analyses supported their conclusions
even though their responses were appropriate in relation to the question and they drew a
valid conclusion in the comparison of data sets. Pfannkuch (2005) proposed two
conjectures as possible explanations for this result: (1) the current curririded to
compare only the features of boxplots and not drawing conclusions; and (2) the
curriculum did not provide a teaching pathway to build students’ concepts of formal
inference, nor did it provide learning experiences for the transition betweemaifand
formal inferential thinking.

Pfannkuch (2005) suggests a framework for developing the concepts of informal
inference that includes—reasoning with measures of center, distributassahing,
sampling reasoning, and drawing an acceptable conclusion, based on informaténferen
Raising further questions as to what types of learning experiences would develop
students’ inferential reasoning toward a more formal level, Pfannkuch conductgdra la
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project (2006a; 2006b; 2007). Using an action research approach, Pfannkuch (2007)
compared a teacher’s reasoning to students’ reasoning when drawing infdemgadces
from a comparison of boxplots. From a qualitative analysis of the teacher’s
communication to her students during three teaching episodes, Pfannkuch (2007)
extracted eight descriptors of informal reasoning—hypothesis generatiamasynshift,
signal, spread, sampling, explanatory, and individual case. She found that thegeache
view of the inferential task was multifaceted and incorporated all of the eighipdess.
Using the same descriptors, Pfannkuch (2007) analyzed students’ reasoning on the same
tasks. Of 26 students, only 11 were reasoning beyaed&iptiveview, and the
samplingview was not present in the students’ responses. This finding indicates that the
students found it difficult to verbally express, describe, and justify conclusioms whe
comparing boxplots. Pfannkuch (2007) argues that the students were not given
opportunities to have experiences involving sampling variability or sample &zesef
She further argues that in order to develop students’ inferential reasoning from
distributions, instruction needs to address and build concepts about sampling behavior.

The results of students’ incomplete understanding about the boxplot comparison
are consistent to a study by Biehler (2005). He found that students tended to réfason wi
and compare five-number summary cut-off points when dealing with boxplots without
considering the spread. He also found that students did not exhibit a shift view, where the
majority of the data appears to shift positions from one dataset to another, nor did they
have intuitions about sampling variability.

Makar and Rubin (2009) developed a model to characterize informal statistical
inference. They investigated the thought processes of primary schoolteéedrgnisg in
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teaching mathematics and statistics through inquiry in a problem-bageonenent. The
subjects were four primary schoolteachers in Australia. Using datavideotapes of the
teachers’ lessons, collections of lesson plans, student work, and interviews of the
teachers, the researchers examined how teachers teach informal mifezastining.
Three principles of informal inferential reasoning were proposed: dexag¢ians beyond
the data, data as evidence, and probabilistic language.

Using a design experiment, the authors further investigated this fraknewor
consider the way that students and teachers could employ inferential ngasben
working with data. In terms @eneralizationthe researchers found three elements
missing from teachers’ descriptions of what they considered to be important idipgovi
opportunities for students to tap into inferential reasoning: pose a driving question;
include an engaging context; and ensure sufficient complexity in the data.

With regard tadata as evidencehe teachers focused on making generalizations
from the data, which supported students in seeing the data as evidence for their
conclusions. However, students’ attention to descriptive statistics (e.g., grakitisig
never got back to the problem, which would have allowed them to make the connection
between the data they collected and their potential as evidence for drafgnegces.
From this result, the researchers found that the use of data as evidence idgrack®g p
of informal inference that reminds learners of: (1) the purpose of collectthgraalyzing
data; and (2) the importance of focusing on the problem and process of statistics i
inquiry rather than merely a dataset as an isolated artifact.

The third principle of informal statistical inferengepbabilistic language
appeared to be the most apparent aspect of informal inference. In the comtetxididats
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used the data they had collected on handspans, students’ language changed to include
notions of uncertainty and level of confidence once they made the connection between
using their own data as evidence to make predictions. Articulating studentsaurtgert
in making predictions allowed students to take a risk without worrying about possibly
being “wrong” by using notions of uncertainty and levels of confidence. Encouraging t
students’ ability to articulate their uncertainty by using their ownseatas evidence to
make predictions can be a way to enhance students’ ability to express, describe, and
justify their reasoning, which were shown to be difficulties in the study éyrRtich
(20064a; 2006b).

Another substantial study about students’ informal reasoning is a study by Ben
Zvi (2006). Using developmental research, he investigated the emergeritie griaiile
students’ informal reasoning. Students’ learning processes were ana\ythey earned
thegrowing samplesstructional heuristic (Bakker & Gravemeijer, 2004) with the
softwareTinkerPlots From an analysis of the videotapes, observations, and interviews of
selected students and teachers, he identified levels of changes in studistisakta
reasoning in multiple dimensions: progress from additive to multiplicatis®nazg;
consideration of aggregate views of data; acknowledgement of the important role of
larger samples; and accounting for variability. He found that “the emergéstuelents’
statistical knowledge was accompanied by the growing ability to discusshieghts
and actions, explain their inferences and argue about data-based claif)s” (p.

In terms of the factors that influence the development of students’ informal
statistical reasoning, Ben-Zvi and Gil (2010) investigated the role oéxiintthe setting
of extended curriculum development with three sixth-grade students. They found that
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context played a role of resolving conflicts between expectations and datipibg he
break through unclear or contradicting points in understanding graphs.

In sum, research studies on the topic of informal statistical inference have
identified the role of IIR in association with IRS, the components of IIR, ankhef
context in lIR. While these studies offered information about fundamentals agreed upon
by researchers, there are few empirical research studies, spigcibicdhe issues of—
how to improve students’ informal inferential reasoning, how students’ actuadlffes
to their IRS, and what instructional methods are effective in helping studesupport
IRS using their lIR.

Content Domains of Statistical Inference
Research studies and literature reviewed on the topic of IR suggestthat th
content domain of IIR may be represented by two content areas: infornsticstiat
inference (ISI) and formal statistical inference (FSI). Thesegoaies are used as the
content domain of IRS, and thus, cover the contents of statistical inference. Timsconte
of based on the literature review are listed below.
o The concept of uncertainty (Makar and Rubin, 2009)
. Properties of aggregates (Makar and Rubin, 2009; Pfannkuch, 1999;
Rubin et al., 2006)

o The concept of sampling variability (Rubin, Hammerman & Konold,
2006; Pfannkuch, 1999; Wild et al., 2011; Zieffler et al., 2008)

. The concept of unusualness (Liu and Thompson, 2009; Makar and Rubin,
2009; Rubin et al., 2006; Zieffler et al., 2008)

o Generalizing from a sample to a population (Zieffler et al., 2008)
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o Comparison of two populations from two samples (Makar and Rubin,
2009; Pfannkuch, 2005; Wild et al., 2011; Zieffler et al., 2008)
FSI includes the methods and concepts used in formal inferential statistics. In
addition, FSI also includes the fundamental concepts in formal statisticanoéesuch
as sampling distribution considering that those concepts represent an impottmng bui
block to a coherent understanding of statistical inference. Thus, the topics of FSI have
been identified following the same structure as in the literature reviewaddétions of
statistical inference and formal statistical inference. Followredgtse foundations of
statistical inference:
. The concepts of samples and sampling (Saldanha and Thompson, 2002;
Saldhanha, 2004; Rubin et al., 1991)
. Law of Large Numbers (Sample representativeness; Kahneman and
Tversky, 1972; Metz, 1999; Rubin et al., 1991; Saldanha & Thompson,
2002; Watson & Moritz, 2000)
. Population distribution and frequency distributions (delMas et al., 1999a,

1999b; Lipson, 2003)

. Population distribution and sampling distributions (delMas et al., 1999a,
1999b)
o Central Limit Theorem (Mokros and Russell, 1995; Sedlemeier &

Gigerenzer, 1997; Tversky & Kahneman, 1974; Schwartz et al., 1998;
Vanhoof et al., 2007; Wagner & Gal, 1991; Well, Pollastek, and Boyce,
1990)

Formal statistical inference:
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. Definition, role, and logic of hypothesis testing (Batanero, 2000; Haller &
Krauss, 2002; Liu & Thompson, 2009; Mittag & Thompson, 2000;
Nickerson, 2000; Vallecillos, 2002; Williams, 1999a, 1999b)

. Definitions of P-value and statistical significance (Carver, 1978; Falk &

Greenbaum, 1995; Nickerson, 2000)

o P-value as a numerical probability (Cohen, 1994; Rosenthal, 1993)

. Sample size and statistical significance in hypothesis testing (Mbike
Olson, 1997)

. Confidence interval (Fidler, Thomason, Cumming, Finch, & Leeman,
2004)

Evaluation of hypothesis testing (Wilkerson & Olson, 1997)
Need for an Instrument to Assess Inferential Reasoning in Statissc
New Instructional Approaches to Develop Students’ Understandig of Statistical
Inference

Along with ongoing calls for reform in introductory statistics courses,reffite

teaching methods for developing students’ inferential ideas have been proposed. Cobb
(2007) and Kaplan (2007) have suggested a radical approach to statistical infetaece i
introductory course. Cobb (2007) argues that statistics educators need to redumtkide
the pedagogy and the content of introductory statistics courses in that the pmeac
asymptotic sampling distributions centered around the normal distribution turnied out
be cognitively complicated. Addressing that the logic of inference shouldtbe etnter
of introductory course instead of the normal distribution, he argues that a randomization

approach (e.g., permutation tests) should be used as a main method to teachlstatisti
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inference. He further addresses that using permutation tests to teeticatatference
provides students with both conceptually easier instruction for statisticanoteand a
modern, computational data analysis technique currently lacking in theofirstecin
statistics.

Inspired by Cobb, recent NSF-sponsored projects have developed new curriculum
to introduce students to ideas of statistical inference using randomizatioods1€The
CSI project, headed by Rossman, Chance, Cobb, & Holcomb
(http://statweb.calpoly.edu/csi); The CATALST course, developed bydaBiréielMas
and Zieffler (http://www.tc.umn.edu/~catalst); The INCIST projectdedaby West and
Woodard). Given the current interest in randomization-simulation methods thatreye be
currently implemented in some statistics courses, several questions heeaddressed:
What is the impact of those curricula on students’ inferential reasoning? Howe do t
students taught with statistics curricula based on randomization-simwdapooaches
differ from the students taught with traditional curricula (based on asympétipling
distributions)? How do we know how students are doing in these courses? In order to
address these issues, there is a need for a research instrument tstadsets
outcomes with regard to this innovative approach.
Existing Assessments

There have been some studies on the development of assessments in statistics
targeting college students. The Statistical Reasoning AssessméntG&Rield, 2003)
was designed to assess students’ ability to reason with statisticalanfmr(e.g.,
correctly interpreting probability, understanding independence and sampliabiMsri
distinguishing between correlation and causation). The SRA has been used intdiffere
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contexts, and reasonable test-retest reliability and content validityokeaweestablished
(Garfield, 1998b, 2003; Liu, 1998). However, it focuses heavily on probability and lacks
items related to data production, data collection, and statistical infereades(@ 2003).

The Statistics Concepts Inventory (SCI) was developed to assesgatatist
understanding, but it was written for a specific audience of engineevitgrgs in
statistics (Reed-Rhoads, Murphy, & Terry, 2006). The Assessment Re3ooisdor
Improving Statistical Thinking (ARTIST) project was designed to develogsesament
instrument that would have broader coverage of both the statistical content yypicall
covered in beginning, non-mathematical statistics courses, and would apply to the
broader range of students who enroll in these courses (Garfield et al., 2002). dlhis res
was the Comprehensive Assessment of Outcomes in a First Statistics(CADR,
delMas et al., 2007). The CAOS is a 40-item test that was designed to evaidats st
attainment of desired outcomes in an introductory statistics course. Theat@raoh
the big ideas and “the types of reasoning, thinking and literacy skills deemedantpor
for all students across first courses in statistics” (Garfield ,e2@02).
Why These Assessments Do Not Meet the Current Need

While these instruments share some characteristics, such as asses&nts
reasoning, thinking, and conceptual understanding rather than procedural skills of
problem, the existing instruments are not appropriate to measure studentBhéRS
existing instruments do not measure the full domains of inferential reasoniagjstics.
Moreover, these existing instruments do not align with the use of randomization-
simulation methods in terms of the contents of a test designed specificaflyeto ta
developing students’ reasoning about statistical inference. In addition, alsef the

48



assessments are outcome-based assessments with formats similacienpyodr
achievement tests, which have limitations for providing educators with infiomfar
formative assessment.

Another limitation of the existing instruments is that they were not developed or
validated using psychometric measurement models (e.g., item response theory) tha
provide ample information about properties of items (e.g., item difficulty, item
discrimination, item information). Therefore, there is a need for a new instt iz
will assess the content areas of informal and formal inference, be igakkébith the
new randomization-simulation based curriculum, and be developed and validated using
appropriate psychometric theory.

Summary of the Literature Reviewed

A summary of the methods used in studies of statistical inference in differe
fields appears in Appendix A. Findings shown in research studies have suggested that
many students taking introductory statistics courses do not seem to understand much of
what they are studying. Students encounter challenges when they learn e form
processes and concepts in inferential statistics. Studies have documentexf thase
challenges and have tried to uncover the reasbypeople have difficulty with
statistical inference. Kahneman and Tversky’s early works on this togecdoatributed
to the literature of characteristics regarding people’s judgment undetaintye Studies
have also revealed and identified common misconceptions people make in statistical
inference, such as the representativeness heuristics, the law of snizrsuamd

misconceptions regardirRpvalues or the logic of hypothesis testing. Researchers have
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tried to provide a framework to guide understanding of student’s development of
reasoning about statistical inference.

These findings have many implications for the teaching and assessistgcatat
inference. One such implication is in the curriculum, which is covered in trezadas.
While current curriculum documents (e.g., NCTM 2000 and GAISE reports) provide
suggestions of teaching concepts of statistical inference, researadiyssuggests (e.qg.,
Chance et al., 2004) that large numbers of students fail to comprehend forntatadtatis
inference when they meet it in introductory statistics courses. Receataleseviews
have pointed to the importance of building up “the staged development of the big ideas of
statistical inference” (e.g., Wild et al., 2011, p.1) rather than presentingl fooneepts
directly. One way of building the big ideas of statistical inference stgdéom
research studies is to have students begin working with precursor formssbicatati
inference. This idea is congruent with recommendations by Ben-Zvi (20@é)keich
(2005, 2006a, 2006b), Makar and Rubin (2009) and Zieffler et al. (2008).

Another implication concerns the use of technology in teaching statistical
inference. The use of simulation to explore sampling distribution and hypothesig test
has shown that students can better capture the behaviors of sample statstitsdhr
dynamic visual approach. Among many benefits of this approach is that techaclagie
create multiple and linked representations (e.g., boxplots of two datasets), and thus, i
allows students to make a decision about whether one group is bigger than another by

providing a big picturdeforeusing formal methods (e.g. t-test or permutation test).
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Formulation of the Problem Statement

Despite the influential contribution of the works, the studies that have been
reviewed on statistical inference leave room for many new studies seatck
guestions. For example, most of the studies used qualitative methods in nature. Although
many of the qualitative studies provided substantial findings by examining subject
closely, there is a lack of quantitative evidence that could better answergest®ns,
such as which instructional methods in teaching formal concepts in sthirdecance
will improve students’ understanding of the ideas of statistical inference.

A few studies have employed quantitative methods with large sample sizes.
However, most of the quantitative studies used observational data with only aoape-gr
posttest or quasi-experimental design with no randomization. The sampleseanploy
have usually been convenience samples. In addition, the instruments used to examine
students’ reasoning have not been validated in terms of psychometric propectiess s
reliability, validity, or discrimination.

Most of the literature on students’ learning of inferential reasoning hasreea
partial aspects of statistical inference, such as, whether or not stualenéason
correctly for given specific questions or tasks. Many of the concepts ctistti
inference in an introductory statistics course that students are expectetbtstand after
taking the course are not explicitly addressed by the research. Stedmesded in areas
where students show appropriate reasoning or misunderstanding in a syst&waitic
order to examine their inferential reasoning as an entire process.

More studies are needed to find out the extent of student understanding and
misconceptions for a wide variety of statistical inference concepts, but beyakmnag at
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whether they understand some specific concepts or not. Considering skatifgtieace

as the ability to think “beyond the data at hand and to draw conclusions about some wider
universe by taking account that variation is everywhere and the conclusions are
uncertain” (Moore, 2007, p.172), students’ reasoning about statistical inference can be
better captured by examining how they reason and how they make a decisionlin a wel
structured contextual frame.

Taken together, there are several questions that have not yet been ansttered
literature: What is the impact of an instructional approach designed to develagustude
inferential reasoning? Is there any structure in statistical méerdistinguishable by
informal and formal inferences? How do these two types of statistical inéerelate to
each other? What would be the best way to measure these two types of inferentia
reasoning? These questions lead to the need of an instrument that measure$ students
reasoning about statistical inference in multiple aspects as a whole, datibats
educators could guide and monitor students’ developing ideas of statistioahager
With a reliable and valid measure, the questions listed above could be meaningfully
investigated.

The research describes the development and the validation of an instrument to
measure college students’ inferential reasoning in statisticsefbarch questions to be

addressed are:

1. To what extent are the scores on the proposed test precise?
2. To what extent are the scores on the proposed test generalizable to a larger
domain?
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3. To what extent do the scores on the proposed test reflect students’ actual
reasoning in statistics?

4, To what extent do items reflect the structure of ISI and FSI?
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Chapter 3
Methods

This chapter discusses the procedures for gathering and analyzingathe dat
obtained in the study. The literature reviewed in the previous chapter suggetterdha
is a need to develop a new instrument to measure inferential reasoninglitstEARS)
and that IRS be represented to two content categories—informal sthitidéoence (1SI)
and formal statistical inference (FSI). In response to this need for anawment, this
study developed and validated an assessment for measuring college stR&eimgivo
areas—ISI and FSI.

The argument-based approach to validity (Kane, 1992, 2006a, 2006b) was used as
a theoretical framework to guide the process of test development and validatidmjsvhi
described in the first section. The second section provides a framework of the study
structured to formative stage and summative stage. Different sources di/\aalidence
gathered in each stage are described in the next section. Theoreticalevitkamted in
formative stage is presented first. A description of empirical evidenlsziad in
summative stage is followed. For each of the data sources are outlireasrof the
resources of data, participants and procedures of data collection. This saction al
explains the methods of data analysis including local item dependency (LID),
dimensionality, and item response theory.

Validity and Validation

Validity

Validity is the most fundamental consideration in developing and evaluating tests
According to theStandards for Educational and Psychological Testhmayeafter referred
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to asTesting Standard AERA, APA, NCME, 2002), validity “...refers to the degree to
which evidence and theory support the interpretations of test scores entailegdsepr
uses of tests” (p. 9). Messick's (1989) definition emphasizes the appropriatersess-of s
based actions in addition to the appropriateness of inferences:
Validity is an integrated evaluative judgment of the degree to which
empirical evidence and theoretical rationales suppordeguacyand
appropriatenes®f inferencesandactionsbased on test scores or other
modes of assessment. (p. 13)
Cronbach (1971) defines validity in terms of “the soundness of all the
interpretations of a test.” All of the above definitions relate validity to theogppteness
of the inferences included in test score interpretations.
Sireci (2007) describes the fundamental aspects of validity, as follows:
. Validity is not a property of a test. Rather, it refers to the use of a test for a
particular purpose.
. Evaluating the utility and appropriateness of a test for a particular purpose
requires multiple sources of evidence.
o If the use of a test is to be defensible for a particular purpose, sufficient
evidence must be put forward to defend the use of the test for that purpose.
. Evaluating test validity is not a static, one-time event; rather, it is a
continuous process.
Sireci (2007) argued that an iterative process is necessary to eviaduate t

adequacy of test score interpretations from the proposed assessment. Therefore,
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validation is, in itself, a process of collecting and accumulating multiplessof
evidence to evaluate inferences from test scores to various conclusions.

In theTesting Standard@AERA et al., 2002), it is stated that the process of
validation involves accumulating evidence to provide a sound scientific basis for the
proposed score interpretations. The conceptual framework points to the kinds of evidence
to be collected in order to evaluate the proposed interpretation in light of the purposes of
testing.

It is noted that different aspects of validity will be illuminated by variousces
of evidence that will support validity as a unitary concept. A treting Standardsotes,
the different aspects of validity do not represent distinct types of vaRtityer, they
represent diverse perspectives that are integrated to provide evidence thassupport
validity for the use of the proposed assessment. Following this suggestion, this study
identifies each source of validity evidence according to the origin of theneeid€he
sources of validity evidence identified Testing Standardare described below.

Evidence based on test content is obtained from an analysis of the relationship
between a test's content and the construct it is intended to measure. It is @lsedobt
from a specification of the content domain. The evidence can include logical eicampi
analyses of the adequacy with which the test content represents the contentashahed
the relevance of the content domain to the proposed interpretations of test sEftés (A
et al., 2002).

Evidence based on response processes comes from analyses of individual

responses. Theoretical and empirical analyses of the response protésseskers can
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provide evidence concerning the fit between the construct and the detailed nature of the
performance or response actually engaged in by examinees (AERA2€04)).

Evidence based on relationships with other variables indicates the degree to which
the relationships among test items and test components conform to the construct on
which the proposed test score interpretations are based. An analysis ddtibagielp of
test scores to the variables external to the test provides another importamtodourc
validity evidence. According to thBesting StandardAERA et al., 2002), external
variables may include measures of some criteria that the test iseskpegtredict, as
well as relationships to other tests hypothesized to measure the same rastcutests
measuring related or different constructs.

Evidence based on the internal structure of a test addresses questions about the
degree to which these relationships are consistent with the construct undésying t
proposed test interpretations. An estimate of score reliability or exaomrodt
differential item functioning is some examples of this validity evidence.

Another source of evidence described esting Standards evidence based on
consequences of testing. Evidence based on consequences of testing concerns an issue of
the incorporating the intended and unintended consequences of test use into the concept
of validity. Claims are sometimes made for benefits of testing that gmbedirect uses
of the test scores themselves (e.g., test uses to improve student motivation es ainang
classroom instructional practices). The validations of such cases are dneneck by

evidence that the anticipated benefits of testing are being realizedA(&ER., 2002).
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A Validation Method: An Argument-based Approach to Validation

An argument-based approach to validation was suggested by Kane (1992, 2001,
2002) by building on the work of Cronbach (1971, 1988), House (1980), and Messick
(1989). Kane (1992) argued that test-score interpretation is associated kaih afc
interpretive arguments, and that the validity of interpretation and uses of tsedestre
determined by the plausibility of those arguments. In this approach, interpretive
arguments establish a network of inferences from observations to score-based
conclusions and decisions, and guide the collection of relevant evidence that supports
those inferences and assumptions. Therefore, validity is an argument abbsgtare
analysis of theoretical and empirical evidence instead of a collecti@pafate
guantitative or qualitative evidence (Bachman, 1990; Chapelle, Enright, Jamieson., 2008,
2010; Kane, 1992, 2001, 2002; Mislevy, 2003). In this sense, validity cannot be proved,
but depends on the plausibility of interpretive arguments that can be criticallyated
with evidence.

From the previous works by Cronbach (1971, 1988), House (1980), and Messick
(1989), Kane (1992) addressed the importance of making proposed interpretations and
uses explicit through an interpretive argument. This interpretive argumeiftespthe
inferences and assumptions leading from test scores to the interpretatiaecesions
based on test scores (Kane, 2006a). This interpretive argument is articulated ghroug
validation process that considers the reasoning from the test score to the proposed
interpretations and the plausibility of the associated inferences and assismphis set
of inferences and assumptions are then evaluated by examining the \aatydityent
developed from the interpretive argument. The different types of validity evideace
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gathered to support the validity argument as claims, intended inferendes, an
assumptions. In this process, four inferences provide the framework that encempasse
each inferential link based on an assumption that must be evaluated:
1. Scoring: an inference from an observation of performance to a score.
2. Generalization: an inference from the observed score on a particular test to
a universe score, which assumes that the observed score is based on
random or representative samples from the universe of generalization.
3. Extrapolation: an inference from the universe score to a target score.
4. Explanation/Implication: an inference explained about the estimated target
score regarding a description of knowledge, skills, or abilities.
The argument works if these inferences can be justified from validity ewedsnc
addressing how convincingly the evidence supports the network of inferences. These

inferential links in an interpretative argument are illustrated in Eigur

Observed \ /  Universe

score score

Scoring Generalization Extrapolation

Figure 2. Kane, Crooks, & Cohen (1999).

This network of inferences forms the interpretive argument from an observed test

performance to the conclusions; and the interpretive argument is examinedsroter
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plausibility based on assumptions (e.g., theories, empirical generaliz&ictos|
statements; Kane, 2006a).
Framework of the Study

With the framework of an argument-based approach to validation, this study was
structured to two stages: a formative and summative stage, as Kane (t@@2egr In
the formative stage, a test blueprint and preliminary assessment welepgehMfrom a
review of the literature and expert reviews. The test domains and a set oféasks w
specified. This stage also involved formulating the interpretative arglyetdrifying
the inferences and assumptions regarding test score interpretations andsgtexd. A
proposed claims regarding the test score uses were derived from the intendeel giurpos
the assessment. Since the purpose of the assessment is to examine and provide
information about students’ current standing on IRS rather than to make decisigns (e.g
placement or certification), interpretations of the test score werapteserather than
decision-based or prescriptive (Kane, 2001, 2002). Therefore, this study involved
descriptive interpretations regarding inferences from an observed scasedetsscore.

In the summative stage, a set of interpretive arguments was evaluated as the
different sources of validity evidence were gathered. The evidence sourees we
identified based ofesting Standardg.g., evidence based on contents). The interpretive
argument was examined in terms of plausibility of the associated assnsngpecified
by four inferences (scoring, generalization, extrapolation, and explanaibicAtion).

The validity of the interpretive argument was strengthened to the extesit @dch type
of evidence supports the inferences and assumptions regarding scoretetierns and
uses (Kane, 2006a, 2006b). A description of each stage is detailed in the nert secti
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Formative Stage: Formulating the Interpretive Argument
and Assessment Development
Developing the Interpretive Argument
The initial interpretation of the test scores and uses of the proposed asgessme
was generated from the literature review considering the current ndeslagsessment.
The following list of proposed claims was derived specifying what to measdraow to
use the test results. This set of claims played an enabling role supportmerpretive
argument as types of evidence were investigated.
Claims regarding the construct of IRS
1. The test measures students’ level of IRS in two subdomains—ISI
(informal statistical inference) and FSI (formal statisticatiaehce).
2. The test measures IRS in the representative test domains.

Claims regarding conclusions about the score interpretations and uses

3. The test produces scores with sufficient precision to be meaningfully
reported.

4. The test is functional for the purposes of formative assessment.

5. The test provides information about students’ level of IRS in the areas of
ISI and FSI.

This set of claims laid out a sequence of the four inferences (scoring,
generalization, extrapolation, and implication) leading from an observed tiEstsnce
to the conclusions. The inferential network functioned as a framework encompaksing

elements of the test design, development, and validation. Each of the four inferences is
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described below, explaining what kinds of evidence were collected to support the
inference.

Scoring (the inference from observations of performance to an observed
score) The degree of confidence absuabringinference provides information about the
quality of the examinee’s responses. As evidence, experts’ judgments of the
appropriateness of the answer key, testing conditions (e.g., how carefully aistiecdiys
the test was taken), and scoring methods in test specifications were gatheneal yretia
Item discrimination information from field-tests was also examined asasumne of score
precision.

Generalization (the inference from an observed score to the expected score on
the universe of generalization)Validity of this inference can easily be evaluated in that
the test was designed based on specified sub-domains with relatively homogensus item
The evidence supporting this inference included documentation of construct
representation in a test blueprint, item discrimination, and item informationdaoncti

Extrapolation (the inference from the universe score to the target scor&)his
inference extrapolates from a narrowly defined universe of generatizata score on a
widely defined target domain beyond the test. The underlying assumption istoaea
on the test reflects performance on a relevant target domain (studerdsiactlof
IRS). Evidence supporting this inference included the test blueprint documentiagtcont
coverage, expert reviews, and think-aloud interviews. An examination of dimengionalit
also provided evidence to evaluate the validity of this inference, as it iredwhéther
the universe scores represent the unidimensional target score (IRS) ongvesidinal
scores (ISl and FSI), as hypothesized from the literature.
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Explanation/implication (the inference from the estimated target score into a
description of students’ reasoning in statistical inference)rhis inference links the
construct measured in the assessment to the description of the reasoning. Emsédnfer
can be evaluated from a theory-based perspective since it needs evidénee tres
extent to which the construct and performance (actual reasoning) are redexant t
specific discipline. An expert review on the test blueprint, item information and tes
information functions were examined.

The claims as assumptions and the list of inferences guided the set of
comprehensive procedures in the test development and justification of score-based
interpretations and uses. The procedures for the test development and validation are
presented next.

Developing a Test Blueprint from the Literature Review (Theoreical Evidence 1:
TE1)

In a well-designed test blueprint, it is ensured that there is a sound rdigtions
between the test contents in the blueprint and the construct the proposed test is intended
to measure. Then, the test blueprint itself provides evidence based on the test content
when it represents the content domain (AERA et al., 2002). In order to make an
agreement on the test score interpretation and uses, it is required to decide opetlué sc
domains that will be covered in the assessment. However, since there is no criterion
reference of IRS, the literature of informal and formal statistidalénce was reviewed
first. After the content domains were chosen, the types of reasoning teebseaksm the
domains were specified based on what the previous researchers consideizalt@asi
to be captured, which resulted in a preliminary test blueprint. Misunderstandings and
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difficulties in statistical interference found in research literaiveee also categorized.
The preliminary test blueprint is shown in Appendix B.
Expert Review of the Preliminary Test Blueprint (Theoretical Bvidence 2: TE2)

The preliminary test blueprint was reviewed by content experts, and evaluati
reports were gathered to examine the adequacy of the test bluepriramewadrk to
represent the content domains. Accordingésting Standardgjualified experts can
judge the representativeness of the chosen test contents, and their judgments of the
relationship between parts of the test and the construct also pexuidace based on
test contenfAERA et al., 2002). The experts who participated in the review process are
described below, along with their credentials. The procedures of how they eddheate
preliminary blueprint follow.

Participants. The preliminary test blueprint developed from the literature was
reviewed first by two internal experts, and then by three external eXpeetsnternal
experts are professionals in the program of statistics education at thesiipioer
Minnesota. To recruit external experts, the author contacted eleven potential
professionals of statistics educators to ask them to evaluate the testbimegarly May
2011. These reviewers were selected based on their background and researtsh Ihteres
was also notable that the pool of reviewers has diversity in terms of thentisg and
their level of teachingTesting Standards 1.AERA et al., 2002 The email invitation
letter and evaluation form were sent out to each of the potential reviewers,endfthr
them agreed to participate in the review process for both the test blueprint astnasge
items. The consent form and invitation letter appear in Appendix C. All three resiewe
were statistics educators who were actively engaged researchersanea of statistics
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education. The first reviewer has published many research studies about students’
statistical inference, specifically utilizing technological tools erdsaon activities at the
secondary and undergraduate levels in New Zealand.

The second reviewer’s expertise is the development of statistics curricula
technological tools, and resources for teaching statistics. He has published/in ma
research journals, specifically about how people elicit and acquireisttisasoning at
work. He is working in the Netherlands.

The third reviewer is an instructor in the Department of Statistics at geatie
the Midwest area in the U.S. His expertise is in teaching rather than analesleut he
has also been involved in several research projects about the topic of dtatfstieace.
It was expected that his professional experience as a teacher atstaistld provide a
valuable perspective in terms of a practical sense of assessing stirdergstial
reasoning. In addition, he was an introductory statistics textbook author who designed a
innovative curriculum focused on developing IRS.

Procedures During the entire process of developing a preliminary blueprint, the
author had continuous discussions with the internal experts until an agreement was
reached for the preliminary blueprint. Thus, only the reviews from the extxpaits
are reported and analyzed in this paper.

Feedback on the preliminary test blueprint was collected from the thressexpe
late May 2011. Each reviewer was provided with a preliminary test blueprint and an
evaluation form. The reviewers were asked to provide ratings for theimagmeéhat the
test blueprint was adequate as a framework to develop an instrument to aseSsrthe
general (See the evaluation form for the questions in Appendix C.3). Specitiateval
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guestions were also provided, asking the reviewers to rate the degree to which they
agreed that the topics and learning goals documented in the blueprint represent the
content domain (AERA et al., 2002). The reviewers were also asked to provide
suggestions for changes if an item received a rating of less than 2. lkeengidged to
have a sufficient level of validity evidence if they had a mean ratingajrg€) or
higher. For items with mean ratings of less than 3, the reviewers’ suygestr the item
changes were carefully reviewed and discussed with an internal exaftlition, the
reviewers’ comments on the free-response evaluation questions (e.g., whethemahe
anything missing from the content of the blueprint related to the construntsrohal

and formal statistical inference) were also considered in revising tharibie

The feedback obtained from the reviewers was prioritized, restricting tlos topi
and learning goals that would be included in the test blueprint. However, severalftimes
individual meetings were held with the internal expert to discuss the reviewers’
suggestions. To decide whether or not the suggested changes would be made in the
blueprint, several aspects of the blueprint development were considered suckcasehe
of the domains (statistical inference, I1SI and FSI) delineated frontehegtdire review
and topics taught in introductory statistics courses in the U.S. As a resultalhe f
version of the test blueprint was produced (See Appendix D).

Test Specifications (Theoretical Evidence 3: TE3)

The author began test specifications by making a number of decisions regarding
the test design. Most importantly, she attempted to develop measures of ifferentia
reasoning in statistics, and not simply the contents described in textbooks. This
corresponds to the reasoning and thinking explored mostly in the case studytatiggiali
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literature. Second, because no map of ISI or FSI existed in 2011, the researcher did not
use any criterion reference of the instrument. Third, given projections regdrdiag ¢

of the student sample to provide more accurate estimates of item propertiedydhe aut
decided to use a multiple-choice (MC) format in the assessment items.aiiktiag
measurement tools such as observations, interviews, and discourse analyses would
provide ample information in conceptualizing how students reason in given contexts,
none were feasible for use in studies that would potentially include a large student
sample. The items were designed to address a possible critique of the proposed
assessment items—whether a multiple-choice format could measureeogndi

complex thinking, such as informal reasoning.

The critique has been noted by several researchers (e.g., Haertel, 2006) pointing
out that the activities of reasoning and responding to a multiple-choice questiort@are qui
unlike the activities required in professional practice, such as an in-depthewtéo
probe an interviewee’s reasoning (Haertel, 2006). Martinez (1999) also notes that scor
on multiple-choice exams may reflect “test-wiseness”—an examiabéity to
recognize cues, to deploy response elimination strategies or to utilizendtineration in
the stem to arrive at a correct answer without employing their acasamiag of the
underlying content being assessed. These potential threats to validity areashdortbe
proposed assessment development. Similarly, constructed response (GRYyé&em
considered to be more appropriate than MC items in assessing some cognitivg thinki
processes (e.g., mathematical reasoning studidddmp & Fisher, 1977)Thus, it is

appropriate to provide a rationale for use of the MC format in the proposed assessment
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Rationale for MC format items in assessing cognitive thinkingAccording to
Haladyna (2004), the choice of an item format mainly depends on the kind of learning
outcome it is intended to measure. In other words, in the process of measure
specifications, we need to focus on the content and cognitive process. The proposed
assessment included all MC items and the rationale for using the MC forteatiibed
below.

Validity arguments delineated from test scores and the score intémretbthe
proposed assessment can be supported by examining the cognitive operattedsoglici
examinees (AERA et al., 2002). If the scores from MC and CR items provicantiee s
degree of validity, either the MC format or the CR item could be used. If thie tase,
then the MC format has advantages for several reasons: the MC format is froienet ef
in administration, objective scoring, automated scoring, and higher religbiatadyna,
2004).

An arguable issue is that CR and MC items elicit different mental behawitins
higher levels of thinking, we feel comfortable using CR items because MCatems
thought to elicit only lower levels of cognitive thinking. Martinez (1999) arguestitsza
criticism has been aimed at the item writer, and not the test format.yHalé2D04) also
argues that with adequate training and practice, item writers can Sudgesrite MC
items with high cognitive demand. Hibbison (1991) provided empirical evidence that an
MC test can capture higher levels of cognitive thinking, such as metageguignitive,
and affective interactions. In terms of measuring the same constructwithfterent
formats, Rodriguez (2003) provided a meta-analysis regarding the issue of the
interpretability of test scores, either from the CR or MC format. Hedstaat MC and
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CR item scores tend to be highly related when the content is intended to be similar.
Therefore, it seems appropriate to use MC format in this assessment itogsioe
intended uses of the proposed test.

Developing an Item Pool (Theoretical Evidence 4: TE4)

In order to develop the item pool, a set of items were examined from the six
existing instruments—Statistical Reasoning Assessment (SRA, IBagi®3), the
Comprehensive Assessment of Outcomes in a First Statistics Course ,(GAMS&s et
al., 2006), Assessment Resource Tools for Improving Statistical Thinking TcgdesS
on Test of Significance, Sampling Variance, and Confidence IntervalsiGARGarfield
et al., 2002), and R-PASS (Lane-Getaz, 2007). These instruments were seleeted sinc
they include items assessing key types of conceptual understandtagstical inference.
After reviewing these instruments, some items assessing IRSalected to be used as
in the original resources or adapted from them.

In order to fill the gaps where no items exist in the category of the blueprint, the
author reviewed assessments created for two curriculum projects (Bedkaha2@10;
Garfield, delMas, & Zieffler, in review), and a Test Bank for a textbook (Elddotz &
Miller, 2008). For the items that are not a MC format, a CR format was used. This
resulted in the preliminary assessment with a total of 36 items (31 MC itehts@R
items).

Expert Review for the Preliminary Assessment (Theoretical Evidese 5: TE5)

The three experts who participated in the blueprint review process wedetaske
evaluate the preliminary assessment items. One of them was not avadadiether
expert was contacted. His expertise was in the area of statistics, and hechad m
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experience in teaching statistics at the college level. These thretsexpee asked to
review the assessment by rating the extent to which each item m@fle&eand whether
an item measured ISI or FSI. The evaluation forms are presented in Appeitie E
three experts were asked to complete the general test evaluation forexpEiis were
also asked to report ratings of the extent to which they agreed that eachetesures the
specified learning goal. They were asked to suggest changes for itamg, fuggested
changes were reviewed carefully and discussed with an internal expesioRgWased
on expert review on the preliminary assessment resulted in the first verdnen of t
Assessment of Inferential Reasoning in Statistics (AIRS-1). ThisJAN&s used in the
first cognitive interview of the summative stage described next section.
Summative Stage: Validating the Interpretative Argument

In the summative stage, the validation process was focused on empirical checks of
the inferences and assumptions in the interpretive argument. The validity of the
interpretive argument was strengthened to the extent that the empirides shpport the
inferences and assumptions made about score interpretations and uses. Difftigaoee
sources were collected, and each of these is described below.
First cognitive Interview Using Think-alouds (Empirical Evidence 1-1: EE1-1)

Cognitive interviews were conducted at two different time points: before ard aft
the pilot testing. These two interviews were conducted with two purposes: to ¢thange
CR items to MC items (the first cognitive interview), and to gather val@itdence
based on response processes (the first and the second cognitive interviews3t The fir
interview was conducted to capture variations of possible reasoning useddytsto
answer an item so that meaningful alternatives are constructed infarivi&. Students’
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verbalized reasoning obtained from the first interview was also used to exémine
students used correct reasoning when they chose correct answer to MQ\E&AsHt
al., 2002).

It is necessary to verify that the assumed reasoning processetially aticited
by test-takers, as opposed to contradictory processes (such as option elmnthati
introduce construct-irrelevant variance into the scores (Messick, 1995) aFetredr
(2004) stated that mismatches between targeted and actual cognitive pgpoétest
items undermine validity. Students’ verbalization through cognitive intervieassused
as evidence based on response process.

Participants: First cognitive interview. The participants were recruited in the
middle of Summer 2011 from two sections of an introductory statistics course offered in
Spring 2011. One of the two sections was taught online, and the other section was taught
in a face-to-face environment. The researcher sent an email invitatesrtdethe
students who had taken one of these two sections. The email invitation letter isegresent
in Appendix F.1. As an incentive for participation in a one-hour interview, a $20 Amazon
gift card was provided. Three female students out of 58 students agreed to participate
the interview. Two of the three students were from the face-to-faceseletssn, and the
other one was from the online section. The first two students were sophomores, and the
third student was a senior. All of the three students were enrolled in liberal art

Interview procedures. As per the instructions contained in the email, the
students called in for an appointment time. The author conducted the interviews by

herself. At each of the think-aloud sessions, the author introduced herself and had the
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student sign the consent form (see Appendix F.2). After the purpose and methods were
briefly described, the author demonstrated the process of think-aloud.

The standardized think-aloud process was used to capture students’ cognitive
reasoning. Using the protocol developed by Ericsson and Simon (1993), two structured
interview questions were asked before and after the student provided her/his geasonin
“What do you think this question is asking?” and, “Why do you think like that?” Minor
interventions (e.g., “Can you talk about what you are thinking now?”) were inkctade
prompt students to think out loud if they appeared to be working on the problem, but not
talking about it. The interview sessions were audiotaped.

At the beginning, a warm-up question (“How many windows do you think are in
this building?”) was first asked so that students could practice verbalmmghinking
processes when reaching an answer. The three students were intervidwadewi
different item sets of AIRS-1: the number of each item set ranged from 23 to 26 out of 35
in total, including 20 common items that all three students answered, and all of the 35
items were answered by at least one student. These three differerdtdenese
provided in a counter-balanced presentation to control for test-taker fatiguei@@chne
Huff, Egan, Tully, and Ferrara, 2010). The common items asked of all three intelwiewee
were—the CR items to be changed into the MC format; all of the items in thertSI pa
and the items that require high cognitive demand in FSI. The 15 items presented only to
one or two interviewees were either items asking for a simple undergiaridirconcept
in inferential statistics or items that require a low cognitive demak&#r-the items

that are relatively obvious in terms of alignment between the response atmbice a
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cognitive reasoning. Information obtained from think-aloud sessions was useducgr
response choices in the MC format, resulting in the second versiba AIRS (AIRS-2).

Framework used for analyzing the cognitive interviewsTo examine the
degree of alignment between intended reasoning and actual reasoning gficited b
students, a framework by Ferrara et al. (2003) was used. The researchersedexelo
framework to compare three types of item response demands: the intendedpnsee
requirements that the test designer-developers intend; the enacted itenseesp
requirements that the item writers build into the test items; and the aotynice
processes that examinees actually use when they respond to the items. V8ithin thi
framework, the author proceeded to the following three steps: determiningetheeidt
reasoning requirements; conducting a think-aloud with an expert to ensuteethat
intended reasoning requirements were enacted in test items; and collectenge
regarding the examinees’ actual cognitive thinking processes. An aligbetergen
intended reasoning and students’ elicited actual reasoning was then exammgead usi
coding framework described in the next subsection.

An intended reasoninfpr each item was stated based on the learning goal
developed in the item development stage. To verify that the intended reasoning was
actually “enacted” in making a correct MC choice, one doctoral student iratistics
education program at the University of Minnesota was invited to performiadloud
from an expert view. She has been teaching introductory statistics fors2 year

The expert’s verbalize&facted) reasoningndintended reasoningere first
compared by examining whether the expert’s reasoning process wasldbghe
intended reasoning for each item. The analysis of the expert’s reasommtiiin&-aloud

73



was conducted by the author using a holistic apprd&adinal reasoningerbalized from
the three think-aloud sessions was then compared totémeled reasoning

Coding framework. The actual reasoning for each item verbalized by the three
students was examined and compared to the intended reasoning for the item. The
alignment between the intended and actual reasoning was coded to one of the four
different categories: true positive (TP: correct answer choice @nal aeasoning aligned
with the intended reasoning); true negative (TN: incorrect answer and r@ets@ning
misaligned with the intended reasoning); false positive (FP: correct arswerctual
reasoning misaligned with the intended reasoning); and false negative (FiKeahcor
answer, but actual reasoning aligned with the intended reasoning). Theseeategre
slightly modified from an item demand analysis framework developed by &eitrat.
(2004) and Schneider et al. (2010).

In the analysis of current study, TP indicates that the intervieweeeskbec
correct MC response option and also the interviewee’s actual reasoning aligndtew
intended reasoning. TN indicates that the interviewee selected an inco@eespbnse
option, and also the interviewee’s actual reasoning was misaligned withetheéadt
reasoning. FP indicates that that the interviewee selected a correstid€, but the
interviewee’s actual reasoning was incorrect. Finally, FN indichtggtie interviewee
selected an incorrect MC choice, but the interviewee’s actual reasoniclgechéhe

intended reasoning. Table 1 below simplifies this coding framework.
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Table 1

Think-aloud Coding Framework

Actual reasoning Matched to Intended reasoning
Answer to MC Yes NG
Correct choice True Positive (TP) False Positive)(F
Incorrect choice False Negative (FN) True Negafive)

A Pilot-test (Empirical Evidence 2: EE2)

A pilot test was administered to one online section (N=23) of an undergraduate
introductory statistics course in the Department of Educational Psychdltgy a
University of Minnesota at the end of Summer 2011. The course was delivered online,
and the assessment was administered as a final exam in an online test envirAinment
total of 2 hours was allowed to complete the assessment, and the time that eath stude
took to complete the test was recorded in the online test system. Student response
patterns were analyzed by examining the summary statistics ofrtieetettal scores.

Item difficulties and item-total correlations were obtained as measuse@mine the
preliminary psychometric characteristics. Information drawn from thiysieaf the

pilot data was used for minor item revisions of the AIRS-2, and resulted in the3AIRS
Second Cognitive Interview Using Think-alouds (Empirical Evidene 1-2: EE 1-2)

Additional cognitive interviews were needed, since the CR items were changed to
MC formats, and these items were not evaluated. In addition, the number of padicipa
in the first cognitive interview was not representative of the general pmmjlat that

the students were recruited during the summer, when many students are out of town.
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Moreover, the coding results for the alignment of the MC items revealed thiadimos
these students showed a number of “True Negative” codes in alignment bdtaieen t
actual and intended reasoning, thereby indicating the interview participsok$fl
understanding of the concepts assessed by the test.

Participants. Two additional groups of students were contacted for the second
cognitive interviews late in September 2011: one group from the same Salissic
who participated in the pilot testing, and the other group from four sections of the same
introductory statistics courses taught in fall 2011. For the first group, the aetttor s
invitation letters to five students who got the five highest scores on the ptlot te
Selecting the students with high scores was done to have a diverse group of inésrviewe
in terms of ability level, given that the interviewees in the first intengetting did not
provide good information for several items coded TN for all three previous inteegsewe

One female student from the first group agreed to participate in the interview.
This student’s score on the pilot test was within the highest 10%. Since the student had
already taken the AIRS test during the pilot, a retrospective think-aloud was used
(Ericsson & Simon, 1993). Five students from the second group participated in the
second cognitive interview. These students were diverse in terms of themparte in
the statistics course.

Procedures and analysisThe six students were asked with different item sets of
AIRS-2: each interviewee answered between 23 and 26 (out of 34) items considering the
limited time allowed and student fatigue. The procedures and the interviewgbifotoc
the think-aloud and the coding framework were similar to those conducted in the first
interview (EE 1-1). The six item sets have 13 common items; these items osthe tme
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items that showed TN coding in the first cognitive interviews in order to cagtugents’
positive reasoning (either TP or FP). Each student’s verbalized reasongagfoitem
was coded into one of the four categories (TP; TN; FP; FN).

Inter-rater reliability analysis . To examine inter-rater reliability, two other
raters were invited to determine the accuracy (reliability) of the cbdesuthor made.
Both were doctoral students in the statistics education program at the Unigérsity
Minnesota. One of the raters had been teaching introductory statistics couthesefor
semesters. The other rater has a master’s degree in statistics and hiaantaug
introductory statistics course for 2 years before coming to the istagshucation
program.

Since the nine students interviewed were asked different item sets, there were
variations in the number of items interviewed. The range of the number of students
interviewed for each item was between two and eight. For each item out of 34, two
student-interviews conducted for that item were randomly selected withcateegnt,
resulting in two interview sets, each consisting of 34 items. These two se&rakews
were randomly assigned to the two raters. The raters were trained toerosiéallowing
the coding framework described above. After practicing with a couple of exaempkg it
the two raters completed the coding independently for their set of 34-items iittioge s
The codes the two raters made for each item set were then compared to the author
codes. For each set of interviews coded, two inter-rater agreemeiicstatese
calculated: the percent of agreement between the two raters and Cohen’s Kappa.

Results from the cognitive interviews and pilot testing informed further
modifications on the items, mostly about wordings for clarification and fetmata
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result, a final version of the AIRS (AIRS-3) with 34 MC items was produced, and this
was administered in a field test. Table 2 summarizes the major changes,iites for

changes made in each version of the assessment, and where the version wagm@dninist

Table 2

Changes in the AIRS Versions

Total number of

items (# of MC Major changes
items; # of CR  Changes made implemented from the
items) from: previous version Administered for
Preliminary 36 (31; 5) Expert reviews
assessment
AIRS-1 35 (29; 6) Expert reviews 3 MC items remagvead An expert’s interview
MC items added and f' cognitive
interviews
AIRS-2 34 (34;0) i cognitive All CR items changed to Pilot testing and
interviews MC items cognitive interviews
AIRS-3 34 (34;0) Pilot testing andWording changes for A large-scale
2" cognitive clarification administration
interviews

Field-testing (Empirical Evidence 3: EE3)

The 34 items of the AIRS-3 assessment were embedded in an online assessment
tool that gave participants easy access to the test. A consent form aretlidetail
instructions for the test were integrated into the online instrument (se@dipis).
Participants and detailed procedures of the online test are described below.

Recruitment of instructors and test administration To recruit instructors to

administer the online test, AIRS-3, the author sent invitation emails out to people who
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were registered in one of three associations: AP statistics retdmepnsortium for the
Advancement of Undergraduate Statistics Education (CAUSE) website
(http://www.causeweb.org); and the Isolated Statisticians list sen®tét;
http://www.lawrence.edu/fast/jordanj/isostat.html). A total of 46 stedisnstructors

agreed to administer the online test to their students for either part of the grads or
extra credit. A link to the online test was provided to the instructors with a unique code
for their class. This unique code was given to identify the student scores for each
instructor. One-hour was allowed for the students to complete the test, but thastest w
not timed. The online AIRS test was administered around the time of the final exam of
each instructor’s course in fall 2011.

Participants: Students A total of 2,056 students took the AIRS test, and 1,978
students completed the test. These students were taught by 46 instructors in 39 higher
education institutions across the United States. The majority of the studeatsnrated
at a university of a 4-year college, with about 17% of the students enrolled in 2-year
colleges (see Table 3). Fifty-six percent of the students were fetndénts, 37% were
male students (nonresponse rate of 7%). Sixty-two percent of the studemnts wer
Caucasian. Table 4 shows the pre-requisite mathematics courses for shiesstatiirse
in which students were enrolled. The largest group was represented by studsiag enr

in courses with a high school algebra requirement.
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Table 3

Types of Institution in a Large-Scale Assessment

Number of Institutions Number of Instructors

Institution Type (N=39) (N =46) Number of Students (%)
2-year college 8 10 244 (12.3%)
4-year college 10 12 407 (20.6%)
University 21 24 1327 (67.1%)
Total 39 46 1978 (100.0%)
Table 4

Mathematics Pre-requisites for the Statistics Course

Mathematics prerequisite Number of instructors (%) Number of students (%)
None 8  (17.4%) 553  (28.0%)
Algebra 17 (37.0%) 685 (34.6%)
College algebra 8 (17.4%) 334 (16.9%)
Pre-calculus 5 (10.9%) 157 (7.9%)
Others 3 (6.5%) 136 (6.9%)
Non-response 5 (10.9%) 113 (5.7%)

Data analysis The response data obtained from field-testing were analyzed with
respect to the different types of empirical evidence. First of all, siveeadétems in the
AIRS are in context-dependent item sets (24 items are in 8 contexts and 10é&ems a
discrete), it is possible that items are not independent of each other. Thus, hocal ite

dependence (LID) was examined to determine an appropriate scoring method aas wel
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to properly apply statistical techniques. Second, dimensionality in item respoase
examined to determine if responses revealed the hypothesized structure séslsenast
(two-factor structure with ISl and FSI), as developed from the literaod verified from
expert reviews. Third, the item responses were fitted to an appropriatadgdl
selected from the results of the previous two analyses—examination of LID and
dimensionality. Each of these analyses is detailed below.

Local item dependence (LI1D). The AIRS test has some context-based items that
include a component of variation that is attributable to the contexts. That component of
variation induces local dependence among the items that follow each contexitdracal
dependence (LID) occurs when respondents’ answers to a particular item depend not only
on their standing on the latent trait, but also on their responses to other items (de Ayala
2009). There are several potential reasons that LID arises: sharingr@o@assage,
content, knowledge, item chaining, speediness, fatigue, practice effectgrarat it
response format (Yen, 1993); the physical layout of the test booklet (Murake & Le
2001). An examination of LID is necessary before conducting other statistadgses,
since the presence of LID may result in an inaccurate estimation gbaeameters, test
statistics and examinee proficiency (Fennessy; 1995; Sireci, Thissenin@ W91 ;
Thissen, Steinberg, & Mooney, 1989), thus introducing an additional (unintended)
dimension into the test (Wainer & Thissen, 1996), and overestimating reliability
estimates and test information functions (Thissen et al., 1989; Sireci et al., Wo@h)
seemingly distinct items related to a context exhibit dependency, grobpimgdgether
into a testlet more properly models the test structure. Using this gtrktegl item
independence holds across testlets, since the testlet is modeled as a unit (i.e., a
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polytomous item). Moreover, considering that the responses will be scored using IRT
analysis, fitting sets of locally dependent items as testlets mibeeisstlet-based
structure of the test in a way that meets the local independence assumption of IR
Among several different methods for assessing LID in dichotomous data, two
methods were employed: reliability analysis and Local Dependencedridrdéem pairs
(LD indices, Chen & Thissen, 1997). The two methods are described in detail below.
Reliability analysis to detect LIDn a reliability analysis, context-dependent item
sets were modeled using testlets so that each testlet includes all gfehdetd items in
terms of the context. However, the first testlet (TL1) is divided to two diffeéestlets
(TL1-1 having items 3 to 6 and TL 1-2 having items 7 and 8) based on the learning
outcomes that the questions of each testlet measure. This was also done to address the
possible loss of information when one “large” testlet is created, since rearaj™
testlets are likely to retain more information than one “large” testken (Y993). In the
reliability analysis, two coefficient-alphas were compared betweznrie when the test
is considered to only comprise locally independent (dichotomous) items, and the other
one for testlet-based items (Green, Bock, Humphreys, Linn, & Reckase, 19&kyZeni
Hambleton, & Sireci, 1999). For dichotomous data, traditional scoring was used by
treating all items as discrete, and thus, independent. For the testlet polytiateguen
examinee’s score on a testlet was computed by adding up the number of itemsheithi
testlet that the person answered correctly. Table 5 summarizes therstoidhe testlet-

based test format in terms of the number of items.
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Table 5

Structure of the Testlet-Based Test

Testlets (TL) Item Number Number of Items
TL1-1 Item 3-6 4
TL1-2 Item 7 — Item 8 2
TL2 Item 9 — Item 11 3
TL3 Item 12 — Item 13 2
TL4 Item 15 — Item 16 2
TL5 Item 19 — Item 20 2
TL6 Item 21 — Item 22 2
TL7 Item 24 — Item 26 3
TL8 Item 27 — Item 30 4
Ten discrete items ltem 1, 2, 15, 17, 18, 23, 2133, 34 10

Total items 9 testlets and 10 discrete items 34

In comparing the coefficient-alpha, a lower reliability coefficiemtthe testlet
data compared to the one for the dichotomous data might indicate an overestimate of the
latter coefficient (Sireci et al., 1991, Thissen et al., 1989). However, lowedviligfiaf
testlet data could be due to the fact that the number of items in the testlet elsdahsih
those in dichotomous data. Therefore, the Spearman-Brown formula was employed as a
way to compare the reliability of discrete 34 item responses and tHelitgliaf testlet
responses with respect to the effect of test length on the reliabitegi(8t al., 1991;
Wainer, 1995). This statistic is commonly used to predict the reliability of aftes

changing the test length. This relationship is particularly useful iniexagrthe presence
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of LID in that it allows us to determine whether the overestimate of théifdjian
discrete response data is due to the presence of LID or due to the greaterofutraive.
It also provides information of which scoring method is more reliable and usb&ultrii
package and the CTT package in R were used to obtain reliability estimates and the
spearman-brown coefficients.

Likelihood Ratio G2 statistic: Local dependence indices for item .pHms
reliability analysis to detect LID described above is useful to exathie presence of
LID in the item responses as a whole. However, this method does not provide
information about which pairs of items are dependent, a necessary step to toatfirm
the items within the same passage show high correlations, and also to determime whi
items need to be clustered as a testlet in scoring. Chen and Thissen (1997) proposed the
LD index, which provides a straightforward analysis of pair-wise measuresaziatson
between responses to item pairs. These pair-wise measures have been foundeo be mor
powerful than test- and item-level measures in detecting misfits for utemdional IRT
models. The LD indices are based on 2X2 contingency tables. For each pair of
dichotomous itemsandj, the following two contingency tables can be constructed. In
Table 6, Qqis the observed frequency ang} IS the expected frequency, where 1 and 0
present the correct and incorrect responses, respectivelypgiscoEedicted by the IRT

model.
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Table 6

Contingency Tables of Observed- and Expected Frequency

Item |
0 1
Itemi 0 O Or
1 O Oz
Itemj
0 1
Itemi 0 En Ei
1 Ex Ez

A Pearson’s;?index is then computed as:

And, the corresponding likelihood ratid Gtatistic is computed as:

2 2 O

GZ:—ZZZOij*InE—?.

i1 j=1 i
These two LD indices are distributed)@svith degrees of freedom of 1 when the
assumption of local dependence is held. Chen and Thissen (1997) found the obg&rved 95
percentiles of thg? and G-LD indices under the null condition (local independence),
and suggested 3.84 as a critical value to flag item pairs as locally depertdent if

obtained index exceeds 3.84.
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This methods particularly useful in this study in that the results of LD indices
would provide information of how items should be combined into testlets. This would
then allow the same IRT technique to be used for test scoring. Chen and ThiBsen’s
indices for 34 dichotomous response data were computed fitting the full-ini@nmat
unidimensional factor model. The mirt package in R was used to fit the IRT model and to
obtain LD indices.

Dimensionality. Confirmatory Factor Analysis (CFA) was conducted to assess the
dimensionality of the AIRS response data. The AIRS items were decompased aft
specifying a theoretical structure in terms of ISI and FSI. Mplus (MuthBtugaén,

2010) was used for the CFA. For the two data sets (discrete response datdednd tes
based data), two factor models (a unidimensional model and a two-factor model) were
examined and compared in terms of standardized regression weights (factuydpadd

fit indices.

IRT analysis. The results obtained from the analysis of LID indicated that testlet-
based polytomous data were more appropriate due to the presence of LID in the original
dichotomous data. Thus, analyses of item parameters and item information were
performed with the polytomously scored testlet-based responses. Item rebjgonge
was employed in the analysis, and it is detailed below.

Item response theorin examining item quality, as well as test performance, item
response theory (IRT) is considered as the standard, if not preferred method of
conducting psychometric evaluations of new and established measures (Embretson &
Reise, 2000; Fries, Bruce, & Cella, 2005; Lord, 1980). Among the many advantages of
IRT over classical test theory (CTT), IRT addresses three problememineCTT.
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First, IRT overcomes the problem of item-person confounding found in CTT. IRT
analysis yields estimates of item difficulties and person-aslitiat are independent of
each other, whereas in CTT, item difficulty is assessed as a function oflitiesadii the
sample, and the abilities of respondents are assessed as a function of thdidaty dif
(Bond & Fox, 2001). Second, the use of categorical data may violate the scale and
distributional assumptions of CFA (Wirth & Edwards, 2007), which may result in biased
model parameters. Third, the IRT approach to the standard error of measuresnent ha
several benefits: (a) the precision of measurement can be evaluatgdeatel of the
latent trait instead of averaged over trait levels as in CTT; and (b) the caatribtieach
item to the overall precision of the measure can be assessed and used in ¢t&n sele
(Hambleton & Swaminathan, 1985).

Model identification and estimation methddhe GRM is a type of polytomous
IRT model, an extension of Thurstone’s (1928) method of successive intervals to the
analysis of graded responses on educational tests. This model wasdusselisby
Samejima (1969).

The GRM specifies the probability of a person responding with a categoryxscore
or higher versus responding in lower category scores. In other words, the GRii#speci
the probability of a person responding in catedooy higherversus responding in
categoriesower than k Responses to itejrare categorized into;wil categories, where
higher categories indicate more of the latent trait. According to the ,@f&\probability

of obtainingx or higher is given by

“j(978Xj)
ij (9) = I

1+e
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where0 is the latent traitg; is the discrimination parameter for itgndy; is the category
boundary location for the category scefeandx = {0, 1, ... , m}.

In the GRM, score categories are separated by category boundaries: fmethe ¢
that testlet-based responses have five categories (resulting from capbdahiscrete
items), the five score levels are separated by four category bountaiesundary
between score level 1 and 2, 2 and 3, 3 and 4, 4 and 5, respectively. Under the GRM
model, each item has a discrimination parameter and a sghmgshold parameters
when there arex1 categories. Therefore, the subsequent threshold parameters
distinguish the probabilities of scoring less than score catégamy greater than or
equal to score categoky

For the testlet-based response data in this study, the GRM was employed for
hierarchically ordered response categories by allowing the discriamnzdrameter to
vary across items (or testlets) and between response categories. @hd Ittoys
packages in R were used to estimate item parameters. Package ItmGiMhender
the logit link using Marginal Maximum Likelihood Estimation (MMLE). The esttes
of item parameters (discrimination, category threshold), item (festletmation, and
item (category) characteristic curves were provided. Table 7 summimzssidy phases

and timeline.
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Table 7

Summary of Data Collection Phases

Sources of Validity

68

Phase Evidence Participants Product and Analysis TimeeLin
Formative TEL. Literature review to  Author Preliminary test blueprint Fall 2010
Stage: develop a test blueprint
Theory-
based TE2. Expert review on the Three reviewers Final version test blueprint Nia011
evidence preliminary test blueprint

TE3. Test blueprint and test Author Item specifications
specifications
TEA4. Literature review to - Existing instruments assessing statistic®reliminary assessment (36 items: 31
develop an item pool reasoning MC type and 5 CR type)
- Test blueprint
TES. Expert reviews on the Three content experts S'yersion assessment (AIRS-1: 35 April, 2011
preliminary assessment items, 29 MC type and 6 CR type)
Summative  EE1-1. First cognitive One expert’s cognitive interview; 2" version assessment (AIRS-2: 34 MCEarly May,
Stage: interview Undergraduates in introductory statistics items) 2011
Empirical courses at the U of M (N=3); Sample 1
evidence
EE2. A pilot test Students who have taken an éhtotory 3" version assessment (AIRS-3: 34 MCSummer,
statistics course at the U of M (N=23) items) 2011
EE1-2. Second cognitive ~ Sample 1 in EE1-1 (N=3); Alignment between intended reasoning,Summer and
interview Undergraduates in intro stat courses at tlemacted reasoning, and actual reasoningall, 2011

U of M (N=6) (cont.)
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Sources of Validity

Phase Evidence Participants Product and Analysis TimeeLin
Table 7, cont.
EE3.Field test Undergraduates who are taking tittis Factor analysis, Examination of local  Fall, 2011

courses in U.S institutions (N = 1,978 )

independence, IRT analysis




Chapter 4
Results

This chapter discusses the results of the study. The data analysisilsedescr
along with the structure used in data collection procedure—a formative sthge a
summative stage. The first section presents the analysis resulteretitted evidence
obtained from formative stage. Developmental process of test blueprint asshasseis
also presented in terms of the changes made in the previous version of the instrument.
Results of the analysis for empirical evidence gathered in summaties stay
examined. This chapter ends up with synthesis of the study results integratinipell
theoretical and empirical evidence sources. Underlying inferences abbusés and
score interpretations are evaluated by judging the claims laid out iorthative stage.
The four inferences (scoring, generalization, extrapolation, and explanagaeyesited
and examined by evaluating the plausibility of the claims.

Analysis Results for the Data Obtained in the Formative Stage
Results from the Literature Review to Create the Test Bluepnt: Theoretical
Evidence 1 (TE1)

A test blueprint developed from the literature review The initial test blueprint
was built from the literature about IRS. Representing the content domains, dhéRS
literature was centered around two areas: Informal statisticatnder(ISI) and Formal
statistical inference (FSI). These two content areas were used as hLigpbsiteicture of
a construct IRS providing the scope of the content to be covered in the assessment.

The definitions of the construct IRS, and two content domains ISI and FSI, which
have been clarified in the previous chapter, were revisited. In this study, dSlefiaed
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as a domain of statistical inference that involves informal processeskaigrarguments
to support inferences about unknown populations based on observed samples not
necessarily using standard statistical procedures. FSI was definddrasia of
statistical inference that involves making a conclusion about population fromesaonpl
to formally test hypotheses, using standard statistical methods. As renire®bapter 2,
the topic category of sampling distribution was considered to represent faunsdaiti
statistical inference. The topic of hypothesis testing was used astmel smtegory
representing the concepts and ideas of formal statistical inferenceforeeteo content
areas of FSI were considered as the main topics in this domain—sampliitoyticsts
and hypothesis testing. As a result, the domains of the blueprint were categuozed i
three areas: informal inference (Inf), sampling distribution (SD), and hypetlestng
(HT).

For the topic of sampling distributions, five content domains were culled from the
literature: the concepts of samples and sampling; the Law of Large Nupbeusation
distribution and frequency distribution; population distribution and sampling distribution;
and the Central Limit Theorem. The literature review resulted in a pneliyntest
blueprint. Table 8 presents some examples of the content domains, topics, and learning

goals of ISI and FSI. The preliminary test blueprint is shown in Appendix B.
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Table 8

Examples of the Preliminary Blueprint

Test blueprint to assess informal inference

Category Content Domains Learning Goals Literature
Informal Uncertainty Being able to express uncertainty ikinginference using  Makar and Rubin (2009), Zieffler et
Inference (Inf- probabilistic (not deterministic) language al. (2008)
1)
Inf-2 Aggregates Being able to able to reason abadtlection of data from  Makar and Rubin (2009);
individual cases as an aggregate Rubin, Hammerman, & Konold
(2006); Pfannkuch (1999)
Test blueprint to assess formal inference
Category Content Domains Learning Goals Misconoesgti Literature
Sampling Samples and sampling -Understanding the definitiorA tendency to predict sample Saldanha and Thompson (2002);
distribution of a sampling distribution outcomes based on causal Saldhanha (2004); Rubin, Bruce,
(SD-1) -Understanding the role of analyses instead of statisticaland Tenney (1991)
sampling distributions patterns in a collection of
sample outcomes
SD-2 Law of Large Numbers  Understanding that the larger A tendency to assume that a Kahneman and Tversky; Rubin et
(Sample the sample, the closer the sample represents the al. (1991); Saldanha & Thompson
representativeness) distribution of the sample is  population, regardless of (2002); Metz (1999); Watson &
expected to be to the sample size Moritz, (2000a, 2000b)

population distribution (representativeness heuristic) (cont.)
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Category Content domains Learning goals Misconoagti Literature

Table 8, cont.

Hypothesis testing Hypothesis testing -Being able to describe thé nul-Failing to reject the null is Batanero (2000); Nickerson
(HT-1) hypothesis equivalent to demonstrating it to (2000); Haller & Krauss
-Understanding the logic of a  be true (Lack of understanding (2002); Liu & Thompson
significance test the conditional logic of (2009); Vallecillos (2002);
significance tests) Williams (1999); Mittag &

-Lack of understanding the role ofThompson, 2000
hypothesis testing as a tool for
making a decision

HT-2 P-value and statistical Being able to recognize a correcMisconceptionf-value is the Carver (1978); Falk &
significance interpretation of &-value probability that the null Greenbaum (1995);
hypothesis is true and that (1-p) idNickerson (2000)
the probability that the alternative
hypothesis is true

*Note Misconceptions of the topic of ISI have not béamd in the literature since empirical researchtantopic of informal statistical inference has no
been investigated.



Expert Review of the Preliminary Test Blueprint: Theoretical Evidence 2 (EE2)

Results of evaluation ratings Three professionals in statistics education
provided their feedback and suggestions on the preliminary test blueprint. Table 9
presents the results of the experts’ ratings for each evaluation question.

As shown in the table in the next page, the experts generally agreed that the
content domains and learning goals listed in the preliminary blueprint repiesé¢atget
domains of ISl and FSI. It also appeared that the learning goals identdiadequate to
assess students’ ISI and FSI. However, there are two evaluation questions thqiteshe
assigned todisagreé: question 4 and question 8. The expert provided comments for

these ratings, and these are detailed below along with the general @fid spgaments.
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Table 9

Results of Expert Review on Test Blueprint

Ratings Made by Experts

Strongly Strongly
ltem Evaluation Questions Agree Agree Disagree Disagree
1  The topics of the blueprint represent the X XX
constructs ofnformal statistical
inference.
2 The topics of the blueprint represent the X XX
constructs oformal statistical inference
3 The learning goals of the blueprint are X XX
adequate for developing items to assess
students’ understanding mifformal
statistical inference.
4 The learning goals of the blueprint are X X X
adequate for developing items to assess
students’ understanding fifrmal
statistical inference.
5  The set of learning goals is well X XX
supported by the literature.
6  The learning goals are clearly described. XXX
7  The categories of the blueprint are well XXX
structured.
8  The blueprint provides a framework of X X X

developing a test to assess informal and
formal statistical inference.

Results of the suggestions and commenta addition to the ratings for the
validity questions to evaluate the test blueprint, the experts were also egebizest
identify any important content domains in ISI and FSI not listed in the bluepnvasit
asked to comment about any redundancy, and to provide additional suggestions to

improve the test blueprint.
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There were common suggestions made from two reviewers. First of adlvezsi
1 and 2 suggested including real world applications in the blueprint. Reviewer 1
commented, “There is no attention to the inferences about the real world orteahtex
knowledge” in the current version. It was also suggested that the currentrit beylrtoo
much focus on the “limited population” in the categories of SD (sampling distribution)
and HT (hypothesis testing; Reviewers 1 and 3). One of the reviewers noteag®©ne
conceptualize a process as an infinite, undefined population.” Similarly, anetiever
commented that there is no content from an experimental perspective shyongy “
talks about samples from limited populations.” Another common suggestion was
provided about the topic of “effect size” (Reviewers 2 and 3). In the categbfi-af
the topic covers definitions éfvalue and statistical significance. In addition toRke
value, a reviewer suggested to include consideration of “how large is the effieict;’ s/
related to the concept of the effect size. A similar comment was madethgian
reviewer with a suggestion of adding the “data quality or soundness of the methioel” t
current blueprint.

Specific suggestions were also provided regarding additional topics to be included

in the test blueprint. The topics are:

. Correlation and regression (Reviewer 1)
. Using models in ISI (Reviewer 1)
. Using meta-cognitive awareness of what inference is as opposed to

performing procedures (Reviewer 1)

. Confidence intervals (Reviewer 2)
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o In the category of HT-6, add designing a test to compare two groups in an

experiment, not just from populations (Reviewer 2)

. Consider including randomization and bootstrapping methods (Reviewer
2)
o In the category SD-2, include “biased sampling” for sampling

representativeness (Reviewer 3)

These suggestions were reviewed carefully by the author, and were &sceckyv
with an internal advisor. Discussion between the author and internal advisoedenter
around whether or not these topics should be included. The definition and the domains
that the proposed assessment targets were prioritized for the decision. Table 10
summarizes the changes implemented from the reviewers’ commentsitidhale for

whether those comments were implemented or not appears in Appendix H.
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Table 10

Changes to Test Blueprint Implemented from Expert Reviews

Category Changes Suggested Changes Made in the Blueprint

Inf Include real world or contextual Added some learning goalsitderential reasoning in a given context
knowledge

Inf Include learning goals about “Using  In two categories, informal inference and formdg¢iance, the learning goals of setting
models in informal inferential up the null model in a given context was added
reasoning”

Inf Include using meta-cognitive awarenesklot included in the blueprint
of what inference is as opposed to

8 performing some techniques

SD and HT  Too focused on the limited population:Added the topic categories, DE (designs of studg) BV (evaluation of study) to capture
Add a process as an infinite (undefined§tudents’ understanding of the characteristicsféérént types of studies
population; Add statistical testing in
experiments

HT Include the learning goals about an  In a new category of EV, added the learning gdagitig able to evaluate the results of
understanding of effect size hypothesis testing considering —sample size, malcsignificance, effect size, data
quality, soundness of the method, etc.”

HT Include data quality, soundness of the The topic category, “Evaluation of HT (EV),” wagpseated out from the Hypothesis
method etc. Testing categories since this topic is more abssiéssing how to interpret and evaluate
the results from statistical testing by integratitifferent kinds of information in a given
study (e.g., random assignment, sample size, daléy). The learning goal about,
“Being able to evaluate the results of hypothesssing (considering sample size,
practical significance, effect size, data quakigundness of the method, etc.),” was
included in this EV category. (cont.)
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Category

Changes Suggested

Changes Made in the Blueprint

Table 10, cont.

SD or HT Include a topic category on Confidencd he topic category, “Inference about Confidencervl, CI” was added.
Intervals
SD -2 Add a topic of recognizing “biased The topic of the “Law of Large Numbers” was changetisample representativeness” to
sampling” for sampling assess whether students realize the importancebidsed sampling (quality of samples),
representativeness in addition to a large sample (sample size)
HT-6 Add designing a test to compare two In ST-3 (changed from a category of HT), the lemgrgoal, “designing a statistical test to
groups in an experiment compare two groups in an experiment,” was added.
HT Include randomization and Not included as a separate learning goal, butheilassessed in a way so that items get at
bootstrapping methods students’ reasoning about the ideas involved idaarization and bootstrap methods.
Considering that hypothesis testing based on a aladistribution-based approach is not
the only way of statistical testing, the originategory about hypothesis testing (HT) was
changed to statistical testing (ST), which includeslomization or bootstrap methods.
In general Add the topics, correlation and Not included in the blueprint since the suggestgics were considered as not being in

regression

IRS defined in this study.




There were topics that the reviewers suggested to include that were not
implemented in the blueprint. For example, one reviewer suggested adding content about
“correlation and regression.” However, these were considel@drasy or part of
descriptive statistics rather than a topic of inferential reasoning. Anetfiewer
commented that ISI might also include “meta-cognitive awareness”, butoickede¢hat
the topic of meta-cognition does not fit the definition of ISI. In addition, there was no
literature found regarding this topic as part of ISI. The changes madehfeosmpert
reviews resulted in the final version of the blueprint (See Appendix D). In theVaesivr
process of the blueprint, the acronyms representing the topic categorieangiing
distribution) and HT (hypothesis tests), were changed to SampD and Stestjvekpe
to avoid confusion: in statistics, the acronym of SD is mostly used to represelatrdta
deviation. The final version of the blueprint was used to develop the preliminary version
of the assessment.

Test Specifications: Theoretical Evidence 3 (TE3)

In theTesting Standardst is recommended that test specifications are detailed
before the test development, and items are developed along with the testatpmcsfi
(AERA et al., 2002). Decisions on the specifications were made primarily fiem t
previous steps—Iliterature review, test blueprint, expert reviews on the blueprintand f
review and discussion with an internal expert. The following list presentssthe te
specifications made from the previous steps. From the review of literaturgertseit
was decided that the content domains of IRS include the content categories pfirgsam
distribution (SampD), statistical testing (Stest), confidence inteBial 4énd evaluation
of the study (EV). Considering the scope of the content coverage, item format, and
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feasibility of the test administration, 30 to 35 items were proposed as an agpropria
number of test items. As the item format of the final version assessme@tfarivat is
used given the topic coverage, the desired sample size to be collected, ascgfand
accuracy of scoring. It was also considered that item responses obtainedMGm
format item can be analyzed using modern psychometric theory providing ample
information about item quality as well as test information. As appropriate aroitimie
for taking the test, 60—90 minutes will be given to students considering thalfgest
the test administration for instructors, desired difficulty, and studenti&tithe test will
be administered online, with instructions presented on the front page. Individual scores
will be scored automatically and these scores will be reported as a-totadstore.
Examining Existing Instruments and Literature for Developing Preiminary Test:
Theoretical Evidence 4 (TE4)

From existing instruments (SRA, ARTIST topic scales, CAOS, and RPASS), 10
items were selected that matched the learning goals in the blueprint.efmgowere
selected from the Sampling Variability topic scale from the ARTI®bsite, and 8 items
were selected from the CAOS test. Although there are some items astutgstatistical
inference in the other instruments—SRA, RPASS, and the other topic scales from
ARTIST (Confidence Interval topic scale, Test of Significance topilesedhese items
were judged to not be assessing inferential reasoning.

Of the 10 items adopted from existing instruments, 5 items were used as in the
original instruments. For the other 5 items, 2 items modified by ZieZd2) were used.
The other 3 items were revised by the author and Robert delMas adopting théscontex
from CAQOS. These 10 items were matched to the 13 learning goals (out of 38dearni
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goals total) listed in 9 topic categories (out of 18 topic categories). Detaileefchanges
made from the original items and the rationale for the changes are abipeaAppendix
N.

The gaps shown in the blueprint (25 learning goals in 9 topic categories) were
filled from reviews on two research projects and a test bank of a textbook. Nise item
were made from revisions of interview questions used in the CATALST prQacti€ld
et al., in review). Six items were adopted from the assessment developetufaculum
evaluation at UCLA (Beckman et al., 2010). Ten items were adapted fromttbariks
written by textbook authors (Moore et al., 2008). One item was created hythioe a
from a discussion with Robert delMas. The original resources for the pralynash are

summarized in Table 11.
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Table 11

Resources of Items in a Preliminary Version

Item Numbers
(in preliminary

assessment, Number
Type of Resource Appendix 1.1) Original Resources of ltems
Existing ARTIST 13 Adapted items from ARTIST Sampling 1
instruments variability topic scale
CAOS 2,14, 15, 36 Adapted items from CAOS 7,17,3%4 9
16, 22 Adapted contexts from CAOS 32 and 37 and
2 items created by the author and an advisor
10 Adapted and merged from three items in
CAOS 11-13
18-19 Adapted from a research study by Ziegler's
research project as adapted from CAOS 23,
24
Other Research 1 Adapted from Konold & Garfield (1993) as 26
resources project or adapted from Falk 1993 (problem 5.1.1, p.
a textbook 111)
3-9, 11-12 Adapted and revised from CATALST project
20-21 Adapted from UCLA Evaluation project
(Robert Gould)
23-25 Adapted from CSI project (Rossman &

17, 26-29, 30-31,
33, 34, 35

32

Chance) as adapted for use in Robert Gould
Evaluation project (Beckman et al.)

Adapted from Instructor’'s Manual and Test
Bank for Moore and Notz' (Moore et al.,
2008)

Created by the author and an Robert delMas  Bétal
items
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Expert Review for the Assessment Items: Theoretical Evidence 5ET5)

The three expert reviews on the preliminary version of the assessment wer
examined. Data from experts’ reports on two item evaluation forms weyzadabne
for general evaluation of the test, and the other for evaluation of each iteentest.
Table 12 presents a summary of evaluations that three reviewers repottestest. For
item evaluation, two questions were asked for each item: 1) the extent to which the
specified learning goal that the item assesses is related to infomf@fmal) statistical
reasoning; and 2) the extent to which the item is appropriate to assessdtezltarg
learning goal. Table 12 shows the items that at least one expert ratedXtithegly

Disagree” or “Disagree”.

Table 12

Items rated "Strongly Disagree" or "Disagree" by at least One Reviewer

Please check the extent to which you
agree or disagree with each of the Items that at least one expert rated either
Learning Goals following statements. “Strongly Disagree” or “Disagree”

Evaluation This learning goal that this item getsltem 5, 7, 12, 13, 20, 21, 28, 33
guestion at is related to informal (or formal)
statistical reasoning.

This item is appropriate to assess thétem 7, 9, 12, 21, 28
learning goal aimed.

In addition to the quantitative ratings to the Likert-scale evaluationiqnsst
changes were suggested for the items rated either as “strongly disaigigisagree.”

Table 13 presents the original item, the reviewer's comment, and the changdemade
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the item, for the items that had at least one rating of “disagreetron{gy disagree”.

(See Appendix J for detailed description of the reviewers’ suggestions and cojnments
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Table 13

Changes made for the Items Rated "Strongly Disagreed" or Disagreed"

[Original item 5] A statistician wants to set uprbability model to examine how often the resib @'s out of 10 spins could happen with the
spinner just by chance alone. What would be théatidity model the statistician can use to do &t€ease describe the null model.
a. The probability for each letter is p(A)=1/4, p(B)#, p(C)=1/4, p(D)=1/4.
b. The probability for letter B is 1/2 and the othlerete letters each have probability of 1/6.
c. The probability for letter B is 1/2 and the probaieis for the other letters sum to 1/2.
[Experts’ comment on item 5]
Expert 1: The distracters seem to be very impldesMight need to have pilot testing using a fresponse format.
Expert 2: Add this: “trials are independent of eattter.”
[Changes made for item 5] This item was changel@R format to recreate plausible alternatives. (cont.)
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Table 13, cont.

[Original item 10]

A drug company developed a new formula for theadaehemedication. To test the effectiveness of this nemnfula, 250 people were randon
selected from a larger population of patients \wigadache Onehundred of these people were randomly assigneective the new formul
medication when they had a heelde, and the other 150 people received the olddtarrmedicatior The time it took, in minutes, for each patien
no longer have a headache was recorded. The résutidoth of these clinical trials are shown be Which statement do you think is - most
valid?
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a. The old formula works better. One person whd the old formula felt relief in less than 20 miesit compared to none o took the new
formula. Also, the worst resulinear 120 minute- was with the new formula.
b. The average tinfer the new formula to relieve a headache is lativan the average time for the old formula. | woceiclude that peop
taking the new formula will tend to feel relief amerage about 20 minutes sooner than those takéngld formule
c. We can't conlude anything from these data. The number of ptim the two groups is not the same, so thene ifgir way to comparthe
two formulas.
[Expert's comment on item 10] TH2AOS test has these as three separate items,fehts indicate if they thk each statement is Valid or inval
You get more information about the students’ thiigkif you have them respond to the validity of eatgtement. You couldso then see if a single
score based on their responses to all three iteovides more infrmation than a separate score for each item.

[Changes made for item 10] This item was separasetiree MC items; two items were adc (cont.)
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Table 13, cont.

Original item 13] A random sample for different cees taught at a University is obtained, and thamtextbook price is computed for the sample.
To determine the probability of finding anotherdam sample with a mean more extreme than the ot@énel from this random sample, you
would need to refer to:

a. the distribution of textbook prices for all cses at the University.

b. the distribution of textbook prices for thisrgale of University textbooks.

C. the distribution of mean textbook prices for alhplesfrom the University.
[Expert's comment] You need to add “of size 25'ths part.
[Change made for item 13] In option C, the disttidw of mean textbook prices for all samples oéstsfrom the University.

[Context of original items 20 -2Read the following information to answer question20 and 21:

Data are collected from a research study that coesygaerformance for professionals who have padienhin a new training program with the
performance for professionals who haven't partigddn the program. The professionals are rand@séjgned to one of two groups, with one
group being given the new training program, andotiher group being not giveRor each of the following pairs of graphs, indicateat you would
do next to determine if there is a statisticalyngiicant difference between the training and mining groups.

[Expert's comment] You need to give the samplessipe both groups and state what the time is maagur

[Change made for items 20-21] ... The professionasamndomly assigned to one of the two groups, @i group receiving the new training
program (N=50) and the other group not receivirgtthining (N=50).

[Original item 28] The report of the study stat&¥jth 95% confidence, we can say that the averageesfor students who take the college
admissions test a second time is between 28 apadib®s higher than the average score for thetfirg.” By “95% confidence” we mean:
a. 95% of all students will increase their score biywsen 28 and 57 points for a second test.
b. We are certain that the average increase is betd@and 57 points.
c. We got the 28 to 57 point higher mean scores ecardd test in 95% of all samples.
d. 95% of all adults would believe the statement.
[Expert's comment] Option C should be rewordedettdr capture ideas about population differences.
[Change made for item 28]
c. 95% of all students who take the college admissiesiswould believe the statement.
d. We are 95% certain that the average increase ieggohdmissions scores is between 28 and 57 points.




The suggested changes were reviewed and implemented resulting in the first
version of the assessment, titled Assessment of Inferential ReasoniagjsticS (AIRS-
1). This version consisted of 35 items (29 MC items and 6 CR items). AIRS-1 was used
in the first cognitive interview of the summative stage.

Analysis of Results in the Summative Stage

Evidence gathered in the summative stage was used for empirical chdwoks o
inferences and assumptions in the interpretive argument structured in theVierstedie.
The cognitive interview results from an expert are first describednrstef whether or
not the expert’s elicited reasoning matched the intended reasoning for each ite
Cognitive interviews with students were conducted at two different time poithtswa
different purposes, respectively: to change CR items to MC items based on student
response variations, and to collect validity evidence based on response processes. The 34
MC items were piloted to gather preliminary information about item quality,
appropriateness of test specifications, and response patterns. Resulkseftest pilot
were used to produce the final version of the assessment, which was administered as a
large-scale assessment.
First Cognitive Interview: Empirical Evidence 1 (EE1)

Results from cognitive interview with an expert A cognitive interview was
conducted with an expert to verify that the intended reasoning will actually tee ey
a student if (s)he is at a certain level of IRS. Seventeen out of 35 items inNAIR&
asked to examine the expert’s enacted reasoning. These 17 items waeeitéGms
revised from the preliminary version of AIRS based on the experts’ reviewd))aitne (
items requiring high cognitive skills. It appeared that for all 17 items, thetexperbal
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reasoning matched well enough with the reasoning statement (intended reasaiileg). T
14 presents some examples of the interview excerpts. The first three coleserd pne
item number with the problem context, intended reasoning and the enacted reasoning
(verbal script of the expert). The last column of the table presents the aatigoirisent
for why the expert’'s enacted reasoning was considered to be alighetthevintended
reasoning. The reasoning statement and the expert’'s enacted reasoailintj/fadems
are presented in Appendix K.

Results from the first cognitive interview for item revision Item revisions
were conducted based on results from the first cognitive interview with ticEnss.
Item revisions were made mostly to change the CR items to MC items. Pbeses
choices were constructed based on variations of the students’ reasoning. Swnveette
revised in wording, specifically for items that students asked foricktrdn. Students’
responses were analyzed focusing on—how they interpreted a question and how they

reached an answer.
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Table 14

Excerpts of Expert’s In-depth Cognitive Interview: Selected Notes

Items (AIRS-1)

Interview Excerpts:
Intended Reasoning Enacted Reasoning (expert’s reasoning) ArgumeAlighment

Item 5 (Spinner
problem set: Null
model)

Item 10 (A drug
company problem
set)

ltem 12 (A drug
company problem
set)

The null hypothesis is the one that will ~ Since we have 10 spins, and we want to The expert recognizes that the null
happen assuming the spinner is fair: eachhave a probability model, and we want to model is the probability model that
letter has an equal chance of a quarter if count the number of B’s, based on the setrepresents the probability of each
we repeat spinning this spinner. up of the spinner, it looks like each letter letter appearing in the long run. She

has an equal probability of being chosen, also understands that the spinner

and because it’s fair. The probability has an equal probability of showing

model is gonna be based on the fair up if this spinner is fair.

spinner. Each letter would have to have an

equal probability. This is a fair spinner in

the long run; the probability of each letter

would come out to be about one quarter.

Invalid. We need to see in which group thé his statement is not valid. Because it ~ The expert understands data as
chunkof people has less time to get relief.looks to me like...if you look at the overallaggregates, not focusing on some of
This statement focuses only on some of thehape of these data, the overall average ahe individual data. She also looks
data, not about the general tendency of ththe old formula would be larger than the at the “overall shape” and the

data. (Students are expected to see the daieerall average of the new formula, which“overall mean” to compare the two
as aggregates, not as individual data).  means that the new formula works better. different samples of data.

Invalid. Although the sample sizes are  That is not valid. Two groups were choserThe expert’s verbal reasoning is
different for two groups, we can make a randomly; the number of samples is fairly perfectly matched to the intended
conclusion because both sample sizes ardarge, so | think we can make some reasoning statement.

fairly large. conclusion on the comparison. (cont.)




Items (AIRS-1)

Interview Excerpts:
Intended Reasoning Enacted Reasoning (expert’s reasoning) ArgumeAlighment

Table 14, cont.

Item 13 (Biology
and Chemistry)

TT

Since the sample size and a difference In both of the boxplots, the boxes overlap The expert recognizes that the

between two samples look the same, we quite significantly. And the tails also smaller the variability, the more
need to look at the distribution of the two. overlap. For the chemistry, there is same consistent the data are. In
Biology has a narrower distribution amount of variability between the two comparing the two samples, she

indicating that the difference between the strategies. And for the biology, there are further understands that the data
two groups is more consistent (or reliable)fewer variations than the chemistry for  with less variability have stronger
so it has stronger evidence that there is a both strategies. So | would say the less evidence of difference between the
difference between the two groups. variability means the scores are more two groups, given that the observed

consistent in Biology. Given that the difference is similar.

difference between the two strategies is

almost the same in the two groups

(Biology and Chemistry), the less

variability gives stronger evidence against

the claim.




All six CR items were in the ISI part. For the first CR item in thaBer problem
set, “Which person do you think is correct and why?” the three students showed different
reasoning. Student 1 answered, “l would say Person 2 is correct [5 Bs out of 10 spins is
not unusual] because the sample size is not enough to say Person 1 is correct. We can't
say this is unusual.” The reasoning of student 2 was similar in that she also negentione
that the sample size was too small, but she chose C (Both are correct) bt#uress “
no way to know which person is correct.” It is noted that students 1 and 2 chose different
answers (B and C), but the reasoning behind their choices was the same. On the other
hand, student 3 also chose answer C, but showed slightly different reasoning. She first
considered the sampling distribution of statistics (the number of Bs in 10 spins) &and the
described where the observed sample statistic (5 Bs out of 10 spins) will el ioctite
distribution. She reasoned that each person is correct, offering a justififtateach one.
From the responses of student 2 and student 3, it is also noted that both chose answer C,
but their justifications are different for why they thought both persons amctorr

It is debatable whether this item captures the original learninglggial able to
understand and articulate whether or not a particular sample of data isdikelya
particular expectation or claim. As seen above, the students’ reasoning didctothea
intended reasoning behind the answer choice. More importantly, it appeared lihaft eac
the students showed reasonable justifications for their choices, indicatingd thedeal
response options are plausible. This indicates that this item is not propedyiagshe
learning goal, and that there are variations of correct reasoning that dpe®tdth the

intended reasoning. Because of these issues, this item was removed. In teens of
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learning goal for this item, removing it did not affect the content coverage ofigieabr
test blueprint (items 3 and 5 assess similar learning goals).

For the other five CR items, alternatives were made from the students’ responses
Question 5 shown below was originally an MC format item in the preliminasyorer
but it was changed to a CR format following the reviewers’ comments, agéesa
Table 13 (not plausible alternatives). Students’ answers about the null hypothesis we
diverse, but all of the three students showed incomplete reasoning. Student 1 answered
that the null hypothesis to test the fairness of the spinner, “5 or more B’s out of 10 spins”
and the alternative, “less than 5.” A distractor was constructed fronmt¢oisect
reasoning: “The probability for letter B is 1/2 and the probabilities for ther detters
sum to 1/2.” Student 2 said, “The null would be that you would get 5 B’s out of 10 spins,
and the other letter would have the same spins,” and another distractor was made from
this reasoning: “The probability for letter B is 1/2 and the other three lettelshave a
probability of 1/6.” Student 3 answered, “Five out of 10 could not happen just by
chance,” which was judged not to represent meaningful reasoning, and therefore, was not

used to create a distractor for the MC format item.
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Questions 3 to 9 refer to the following Consider a spinner shown below that has the IftensA to
D.

25% f 25%

Let's say you used the spinner 10 times, and eaehytou wrote down the letter that the spinner &
on. Furthermore, let's say when you looked at #seilts, you saw that the letB showed up 5 time

out of the 10 spins.
Suppose a person is watcpiyou play the game, and they say that it seerasyliki got too manB's.

A second person says thaBS would not be unusual for this spinr

5. [Spinner problem set] A statistician wants to sefyrobability model to examine how off
the result ob B’s out of 10 spins could happen with the spirjast by chance alone. Wh
would be the probability model the statistician cae to do a test? Please describe the
model.

A summary of student responses on each of theiquess presented Table
15. Students’ response choices are also shincorporating the revisions mafrom the
three thinkaloud interviews resulted in the second versiothefassessment (All-2),
which consisted of 34 MC items. Results from prigtAIRS-2 are discusd in the next

section.
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Table 15

Excerpts of Students' 1st Cognitive Interview: Selected Notes

Item Student Reasoning in Think-alouds Alternatives

5. [Spinner problem set] A statistician Student 1: “| am not exactly sure what the null eldd. a. The probability for each letter is the same—
wants to set up a probability model to ~ When it is the null hypothesis, it will be 5 or eor  1/4 for each letter.
examine how often the result of 5 B’s out of 1Q the alternative would be less than 5 out ofb. The probability for letter B is 1/2 and the

out of 10 spins could happen with the  10.” other three letters each have a probability of
spinner just by chance alone. What  Student 2: “The null would be that you would ge8’S  1/6.

would be the probability model the out of 10 spinsand the other letter would have the c. The probability for letter B is 1/2 and the
statistician can use to do a test? Please same spins. And the alternative [hypothesis] is tha probabilities for the other letters sum to 1/2.
describe the null model. you would not get 5B’s out of 10.”

Student 3: “A null model was the likelihood that
something happens just by chance. The null
hypothesis is kind of the opposite of the altewreti
hypothesis. The null hypothesis is that whatever
you're suspecting is not true...I’'m not being very
clear. The null would be just the thing that did no
happen. The null hypothesis would be that fiveajut
10 could not happen just by charice. (cont.)




Item

Student Reasoning in Think-alouds

Alternatives

Table 15, cont.

6. [Spinner problem set] Are 5B’s
unusual or not unusual? Why?

=

= 11. [Exam preparation problem set]
...Select either Biology or Chemistry
and explain your choice.

Student 1: “I do not think there is enough inforimat

a. 5 B’s are not unusual because 5 or fewer B’s

because we do not have a small sample size. | guesshappened in more than 90 samples out of

5 B’s is unusual because it's supposed to be 25%.”
Student 2: “5B’s are unusual. Because 5B’s is int#il;
it didn’t occur most often. A very low number

happened.”

Student 3: “5 B’s are unusual because it's wellvabihe

average number of (2 or 3) landing on B'’s.

Student 1: “Chemistry. Because the boxplots ar@sim a.
identical, and | see that the people in Biologyy tw
groups (A and B strategies) look similar to each
other. But in Chemistry, the range of strategy A is
higher than B, so it does say that one strategy is

better than the other.” (faulty reasoning)

Student 2; “First, | look at the ranges. The blkic&s
are the medians, and it looks like both biology and

100.

b. 5B’s are not unusual because 5 or ni®ie

happened in four samples out of 100.

. 5B’s are unusual becausB’s happened in

only three samples out of 100.

. 5B’s are unusual because 5 or mBie

happened in only four samples out of 100.

. There is not enough information to decide if

5B’s are unusual or not.

Biology, because scores from the Biology
experiment are more consistent, which
makes the difference between the strategies
larger relative to the Chemistry experiment.

. Biology, because the outliers in the boxplot

for strategy A from the Biology experiment
indicate that there is more variability in
scores for strategy A than for strategy B.

chemistry are about the same. But biology has muah Chemistry, because scores from the

narrower ranges. This means that the scores are

closer together. So, | think biology.

Student 3: | think chemistry has the stronger evige
against the claim that neither strategy is bettant
the other. Because in Chemistry, somebody could
argue that in chemistry somebody got almost 100
points for strategy A, but for strategy B, somebody
only got 80 points. | guess for biology, you codtn
the same thing, but the range is bigger in Chemnistr

Chemistry experiment are more variable,
indicating that there are more students who
got scores above the mean in strategy B.

. Chemistry, because the difference between

the maximum and the minimum scores is
larger in the Chemistry experiment than in
the Biology experiment.

(cont.)
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Item

Student Reasoning in Think-alouds

Alternatives

Table 15, cont.

12. [Exam preparation problem set]
...Select either Psychology or
Sociology and explain your choice.

Student 1: “Sociology. Because it has a larger $amp a.
but the other ones are the same; we could better
believe that there is a difference.”

Student 2:; “Psychology, because there is a loabdity
in psychology. The smaller the sample size, the b.
larger the variability.”

Student 3: “So it's the same type of question? So,
sociology has a bigger sample size. Sociology has a
smaller sample size, so it has more outliers. For c.
sociology, it's clearer that every single line (cn)
in strategy B is higher than in strategy A. Andttha
also true for psychology, but the differences ass|
clear. This is also the same for Psychology, but in d.
psychology, since it has a smaller sample size, we
can't be so sure. Sociology has a larger sample, so
it's more reliable.”

Psychology, because there appears to be a
larger difference between the medians in the
Psychology experiment than in the Sociology
experiment.

Psychology, because there are more outliers
in strategy B from the Psychology
experiment, indicating that strategy B did not
work well in that course.

Sociology, because the difference between
the maximum and minimum scores is larger
in the Sociology experiment than in the
Psychology experiment.

Sociology, because the sample size is larger
in the Sociology experiment, which will
produce a more accurate estimate of the
difference between the two strategies.




Results from Pilot Testing: Empirical Evidence 2 (EE2

Analysis of pilot date. The AIRS2 was piloted to an introductory statist
course taught by a doctoral student in the sumii20bl. This assessment of 34 |
items wasadministered to 23 undergraduate students as leefiaan Students took th
test onlineThe primary purpose of the pilot test was to idgribtential deficiencies i
the design, procedures, or specific items pria@ larg-scale administratior

Themean for the total score was 23.26, with standaxdation of 4.93. A
graphical representation of the distribution of scores is presented in Figul. Item

difficulties as a proportionorrect are presented in Table 16.

Frequency

I T 1 T T 1
10 15 20 25 30 35

Total Score

Figure 3 Distribution of btal scores in pilot-test.
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Table 16

Item Difficulties (Proportion Correct) of AIRS Items

Proportion Proportion
Item Correct SD Item Correct SD
1 0.43 0.51 18 0.78 0.42
2 0.87 0.34 19 0.7 0.47
3 1 0 20 0.65 0.49
4 0.96 0.21 21 0.96 0.21
5 0.61 0.5 22 0.87 0.34
6 0.22 0.6 23 0.57 0.51
7 0.65 0.49 24 0.91 0.29
8 0.87 0.34 25 0.22 0.42
9 1 0 26 0.57 0.51
10 0.87 0.34 27 0.52 0.51
11 0.74 0.45 28 0.39 0.5
12 0.48 0.51 29 0.87 0.34
13 0.87 0.34 30 0.78 0.42
14 0.35 0.49 31 0.91 0.29
15 0.57 0.51 32 0.65 0.49
16 0.48 0.51 33 0.65 0.49
17 0.87 0.34 34 0.43 0.51
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Figure 4displays the -Q plot to examine whether the distribution of tloerec-
total scores is normal. As seen in the plot, tiséridhution does not fundamentally de|
from normality.The correc-total scores hava mean of 23.26 and a standard deviatic
4.93. Looking at the proportion correct (indextefn easiness), it seems that it
difficulties are distributed evenly across the &ns. However, there are two items t
all students answered correctly m 3 and item 9), indicating these items may be

and thus, may not perform well in discriminatingdsnts by ability

Correct-Total Quantiles

Norm Quantiles

Figure 4 Q-Q plot of correctetal scores in pilot-test.

Both of thesetems are the first one in each of two scenartws Spinner scenar
and the headacheedication scenario. Considering the learning fma¢ach item, a
well as the logical sequence of the items withmgbt, both items were kept without ¢
revision. However, the fact that these items are askdumé context gave risto the

issue of local depender—each item in the same set does not provide ur
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information regarding the students’ level of IRS. If these two itemseatett as one
item in the testlet, the problem may be resolved since a testlet-squogluced by
summing the scores for all items in a testlet.

The coefficient alpha for the pilot data was 0.84. As an indicator of strength of the
relationship between the item score and total score, polyserial domslatised on
tetrachoric correlations were obtained for each dichotomous item score Qetth#).

The correlations ranged from -.27 to 1. Results of a reliability coefficiehysamand
polyserial correlations are shown in Appendix L.

There were three items with negative correlations between the iteensswbthe
correct-total score (item 4: r=-.27; item 14; r=-.12; item 29; r=-.14). Thisatetichat
these items do not function well in discriminating students who have high corréct-tota
scores from those who have low correct-total scores. The author revieweddirese it
along with answer keys, item difficulties, and learning goals to investigasens for the
negative item-total correlations. She decided to retain item 4 and item 29 without
modifications, considering that the items (and alternatives) were cgnefitien to
reflect students’ reasoning during the cognitive interviews, and that theseare
intended to measure important learning goals. Only item 14 was modified, which i

shown in Table 17.
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Table 17

Changes Made in AIRS-3 from Pilot-testing

Changes Made in AIRS-3
Item in AIRS-2 and Reason for the Change

14. A random sample of 25 textbooks for The sample size 25 was changed to 10.
different courses taught at a University is
obtained, and the mean textbook price is
computed for the sample. To determine the

Optiona is the distribution for the population of
textbook prices. If we know this, it is reasonatole

probability of finding another random sample Ofassume that we know the mean and SD for the

25 textbooks with a mean more extreme than trpopl_JIati_on. Given that, we could approximate the
one obtained from this random sample, you distribution of sample means from random samples

would need to refer to- of size n = 25 as N(SA'25). This is because with
samples of size n = 25 or larger, regardless of the

a. the distribution of textbook prices for all shape of the population distribution, the distribnt

courses at the University. of sample means is approximately normal. In that

sense, if we know a, we also know c (the distridmuti

of mean textbook prices for all samples of size n =

25). If the sample size is small, there might reoab

c. the distribution of mean textbook prices for atrong argument for a, and the best answer would be

samples of size 25 from the University. C.

b. the distribution of textbook prices for this
sample of University textbooks.

Second Cognitive Interview: Empirical Evidence 3 (EE3)

Result of coding on think-aloud interviews This section presents the results of
both the first and second cognitive interviews. There were three students intthe firs
interview and six students in the second interview. A different item set wexs tgi each
student. Since there were six CR items (items 4, 5, 6, 7, 11, and 12) asked in the first
interview, these items could not be coded into any of the four categories. Thus, these six
items were not included in the coding process. Table 18 displays the coding results
obtained from the first and second cognitive interviews. It includes countstotede
among four categories: true positive (TP), true negative (TN), false pgsiyeand
false negative (FN). TP indicates that the interviewee selected atddCeesponse

option, and his (her) actual reasoning aligned with the intended reasoning. TNemdicat
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that the interviewee selected an incorrect MC response option, and his (her) actual
reasoning was misaligned with the intended reasoning. FP indicates that that the
interviewee selected a correct MC choice, but his (her) actual reaseasnigcorrect.
Finally, FN indicates that the interviewee selected an incorrect MCe;Hmit his (her)
actual reasoning matched the intended reasoning.

The two categories, TP and TN, were considered to indicate “matched” in that
these two codes indicate that a student’s response to an MC item matched this student
actual reasoning. Similarly, FP and FN codes were considered to indicatedtched,”
since a student’s MC response did not match the student’s actual reasoning. Table 18
presents the percentages of each category. Most of the items (30 out of 34) héee a pe
match rate in terms of the relationship between the students’ actual nggandithe MC
response. These high rates provide evidence that a student’s score for each item

represents the correctness of the student’s actual reasoning.
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Table 18

Coding Categories Made for Cognitive Interviews

Matched Mismatched
# of Students Matched Mismatched

Item Interviewed TP TN FP FN (%) (%)
1 6 2 4 0 0 100 0
2 6 5 1 0 0 100 0
3 7 7 0 0 0 100 0
4 5 3 2 0 0 100 0
5 5 4 1 0 0 100 0
6 5 2 2 1 0 80 20
7 3 2 1 0 0 100 0
8 7 5 2 0 0 100 0
9 2 2 0 0 100 0
10 4 4 0 0 100 0
11 2 1 1 0 0 100 0
12 4 2 2 0 0 100 0
13 7 6 1 0 0 100 0
14 4 4 0 0 100 0
15 2 2 0 0 100 0
16 2 2 0 0 100 0
17 4 3 0 0 100 0
18 5 2 3 0 0 100 0
19 6 3 3 0 0 100 0

20 7 3 2 2 0 71.4 28.6
21 5 5 0 0 100 0

(cont.)
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Matched Mismatched
# of Students Matched Mismatched
Item Interviewed TP TN FP FN (%) (%)

Table 18, cont.

22 7 6 1 0 0 100 0
23 3 2 1 0 0 100 0
24 8 6 2 0 0 100 0
25 6 4 2 0 0 100 0
26 6 4 2 0 66.7 33.3
27 4 2 1 1 0 75 25
28 3 2 1 0 0 100 0
29 3 2 1 0 0 100 0
30 2 2 0 0 100 0
31 2 2 0 0 100 0
32 2 1 1 0 0 100 0
33 2 2 0 0 100 0
34 2 2 0 0 100 0

Inter-rater reliability analysis . Table 19 shows the results of coding for the
interviews. The codes for 30 of the 34 items (88%) were aligned between the author and
each rater. Cohen’s Kappa for the codes made on the two interview sets were 0.722 and
0.793, respectively. These values represent good inter-rater agreement, acodlsing t

cutoffs suggested by Landis & Koch (1977) and Altman (1991).
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Table 19

Results of Coding Cognitive Interviews

# of Item Total:
34 TP TN FP FN

Alignment Number of items 22 8 0 0
between the agreed between
author and the codes

rater 1 between author
and rater 1
Agreed total 30 (88%) 0 (0%)
Disagreed total 4 (12%): item 2; item 7; item 23 d&em 26

Cohen's Kappa Kappa =0.722
for 2 Raters

(unweighted) 2=4.45
p-value = 8.64e-06
Alignment Number of items 17 12 1 0

between the agreed between
author and the codes

rater 2 between author
and rater 1
Agreed total 30 (88%)
Disagreed total 4 (12%); item 12, item 16, itemifeén 20

Cohen's Kappa Kappa =0.793

for 2 Raters _

(unweighted) 2=593
p-value = 2.97e-09

Results from Field-testing: Empirical Evidence 4 (EE4)

The analyses results for the responses obtained in a large-scale testeation
are presented in the next three sub-sections: Local Item Depenttdye (
dimensionality, and IRT analysis. These analyses were based ondhlweltzdted from a

large-scale administration with a representative sample of 1,978 students.
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Local Item Dependence (LID) The presence of LID was investigated employing
two methods: reliability analyses from the classical test thedFy)@erspective and
Chen and Thissen’s (1997f ®cal dependence (LD) indices from the item response
theory (IRT) perspective.

Reliability analyses. Reliability of scores obtained from the 1,978 responses was
evaluated using the CTT method. Two sets of reliability estimatesareled for each
of the two forms of the response data: dichotomous data and testlet-basédthelata
Spearman-Brown formula was employed as a way to compare the rigliabihe
34discrete item responses and the reliability of testlet responses itletresthe effect
of change of test length on the reliability (Sireci et al., 1991; Wainer, 19%)mnary

of the coefficient-alpha and Spearman-Brown statistics is presented inZDable

Table 20

Coefficient-alpha Reliabilities

Predicted Coefficient-

Original alpha by Spearman-
Coefficient-alpha  Brown Formula for 34
Test Format Reliability Items Original Test Length
Dichotomous response data 0.805 0.805 34 items
Testlet-based data 0.771 0.857 19 items (9 testtes

and 10 discrete items)

The coefficient-alpha was lowered from .805 to .771, when the dichotomously
scored data were aggregated into testlet-based data indicating the@eseiD.

However, as Sireci et al. (1991) pointed out, lower reliability in testlet-basedolad
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be due to the reduced test length. Therefore, the Spearman-Brownieoetfic

reliability was employed to estimate the predicted reliabiliyemwthe test length is
increased by adding items with the same properties as those in the curifentriess
shown in Table 20, the expected coefficient alpha is .857 when the number of items is
increased to 34 from 19 in the original testlet test. The higher relialoitithé testlet-
based test confirms the overestimated size of the reliability in therB4att, and thus,

the presence of LID. Moreover, this result suggests that use of testlétsicas®g

provides more reliable and consistent score information.

Local Dependence (LD) index. For the 34 dichotomous items, Chen and
Thissen’s Local Dependence (LD) indices were examined. Fitting a umsiomal CFA
model, an LD index matrix was obtained for each pair of 34 items (see Appendix M).
Using this matrix, the mean of the absolute LD indices for each item witithibe 33
items was computed (see Table 21). For the items given in a testlet, thdex@mean
with the other items in the same testlet was computed. The LD index meahenattmér
items that are not in the testlet was also obtained for a comparison. As shown iaITable
with respect to the testlet items, the mean LD indices for the testiepégs (row (b))
were quite large relative to the mean LD indices for all item pairs (@puwshowing
dependency of the items in the same context. This pattern becomes clearer whe
comparing the mean LD index between a testlet item and items in the s#etdtew
(b)) to the mean LD index between the item and other items not in the samdrnastlet
(c)). Large differences in the magnitude of the mean indices between thefevendif

circumstances (within the same passage or not) are evidence of the exastdibxerhis

130



indicates that a pair or cluster of items in the same passage may need tegatadgr

into a single unit-testlet.
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Table 21

Mean LD Indices of Each Item

Item

‘Testlet
Mean LD 3: 4: 5: 6: 7 8: 9: 10: 11: 12:
index 1 2 TL1 TL1 TL1 TL1 TL1 TL1 TL2 TL2 TL2 TL3

(a)With other

33 items 2.02 4.71 2.93 1.99 1.65 2.4 6.13 2.01 5.04 6.07 415. 1.22
(b)With the

items in the

testlet 4.75 4.25 2.6 2.92 5.24 4.82 15.15 52.55 43.83 6.23

(c)with the
items not in the

testlet 2.61 1.59 1.48 2.31 6.28 15 4.39 3.07 932. 1.06
Item
‘Testlet
Mean LD 13: 14 15: 16: 17 18 19: 20: 21: 22: 23 24
index TL3 TL4 TL4 TL5 TL5 TL6 TL6 TL7
(a)With other
33 items 2.75 1.8 3.14 3.44 3.12 1.7 1.82 2.88 11.9 119 518194
(b)With the
items in the
testlet 6.23 56.1 56.1 4,94 494 3119 311.9 0.26
dc)With the
items not in the
testlet 2.64 1.49 1.79 1.72 2.81 2.53 2.54 2.05
Item
Testlet
Mean LD 25: 26: 27: 28: 29: 30: 31 32 33 34
index TL7 TL7 TL8 TL8 TL8 TL8

(a)With other

33 items 3.97 2.7 5.31 5.23 1.76 2.88 3.3 2.71 1.99 3.3
(b)With the

items in the

testlet 19.3 19.3 33.4 5.23 273 1.14

(c)with the
items not in the
testlet 2.98 1.63 2.51 2.55 1.67 2.6

#This mean index was computed by averaging the ldix@s between each item in a testlet and the items
not in the testlet.
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Dimensionality. To investigate the dimensionality of the item responses,
Confirmatory Factor Analysis (CFA) was conducted using Mplus (Muthén & Muthé
2010). Two factor models (a unidimensional model and a 2-factor model) were eckamine
and compared. The factor structure of the 2-factor model was specified ¢t tiefle
hypothesized structure—one factor consisting of the items assessingd &ieather
factor of the items measuring FSI.

In conducting CFA, weighted least squares with mean and variance adjustment
(wlsmv) was used as an estimation method due to the fact that the responses are
categorical (Muthén, DuToit, & Spisic, 1997). An assessment of model quatitpasad
on the evaluation of parameter estimates (e.qg., factor loadings, variances)rahdes.

In assessing the factor structure of a model, high and statisticailffcsigt factor
loadings and a combination of fit indices were considered to comprehensivelytevalua
model fit and corroborate results (Hoyle, 1995; Thompson, 2004).

Table 22 displays the results of the unidimensional and two-factor model
solutions of fitting two data sets (34 dichotomous item scores and 19 testlet-lzassd sc
per participant). For both models, all factor loadings were significanta.05. Out of
34 items in the dichotomously scored data, 29 items had factor loadings above the
specified .30 cutoff (McDonald, 1997). For the testlet-based data, 16 out of 19 testlets
(including 10 discrete items) had factor loading greater than .30. This irsdibate
high percentage of the variance in the responses for 29 items was explained bgieghe m

A summary of fit indices across the four factor models is shown in Table 23. The
two-factor model was better fitted to data for both test formats. Howeesg theasures

are not much different than those for the unidimensional model. Moreover, the fit indices
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indicated a moderate to good model fit for all four models, according to the cutoffs
suggested by Hu and Bentler (1999; CFl and TLI more than .85) and Browne and Cudeck
(1993; RMSEA index less than .05). Given that the presence of LID suggested using
testlet-based scores, the results indicate that the item responses anensiahal.

Moreover, from the comparison of fit indices for the two models, it appeared that the
change of the Chi-square from the unidimensional testlet model to the 2-factdrisnode

not statistically significanty*(1) = 1.89,p = .169), thus supporting the unidimensional
model in terms of parsimony. Therefore, the assessment measures one angauct

of IRS, as opposed to the hypothesized structure with two constructs, ISI and FSI.
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Table 22

Factor Loadings

34 Dichotomous Item Response Data

19 Testlet-based Response Data

Unidimensional

Model

2-factor Model

Unidimensional Model

2-factdodel

Item

Estimate (S.E.)

Factor

Estimate (S.E.)

Testlet

Estimate (S.E.)

Factor

Estimate (S.E.)

10

11

0.253 (0.030)
0.531 (0.025)
0.647 (0.029)
0.380 (0.031)
0.339 (0.030)
0.236 (0.034)
0.436 (0.026)
0.599 (0.022)
0.730 (0.021)
0.555 (0.027)

0.608 (0.022)

ISI

0.263 (0.031)
0.550 (0.026)
0.670 (0.030)
0.393 (0.032)
0.351 (0.031)
0.242 (0.035)
0.453 (0.027)
0.622 (0.023)
0.758 (0.021)
0.576 (0.028)

0.630 (0.023)

1

2

TL1-1

TL1-2

TL2

0.258 (0.030)
0.555 (0.025)

0.503 (0.021)

0.581 (0.021)

0.645 (0.019)

SI 1

0.260 (0.030)

0.(86025)

508 (0.021)

580 (0.021)

50.60.019)

(cont.)
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34 Dichotomous Item Response Data

19 Testlet-based Response Data

Unidimensional

Model 2-factor Model Unidimensional Model 2-factdodel
Item Estimate (S.E.) Factor Estimate (S.E.) Testlet  Estimate (S.E.) Factor Estimate (S.E.)
Table 22, cont.

12 0.302 (0.029) 0.311 (0.030) TL3 0.449 (0.023) 456.(0.023)
13 0.466 (0.025) 0.482 (0.026)

14 0.454 (0.026) FSI 0.462 (0.027) 14 0.465 (0.027) FSI 0.467 (0.027)
15 0.136 (0.031) 0.139 (0.031) TL4 0.271 (0.026) 0.272 (0.026)
16 0.332 (0.028) 0.338 (0.029)

17 0.703 (0.021) 0.715 (0.021) 17 0.710 (0.022) 18.(D.022)
18 0.499 (0.026) 0.507 (0.026) 18 0.517 (0.026) 19.®.026)
19 0.364 (0.028) 0.370 (0.029) TL5 0.463 (0.023) 466.(0.023)
20 0.384 (0.027) 0.390 (0.027)

21 0.688 (0.027) 0.703 (0.027) TL6 0.321 (0.028) 320.(0.028)
22 0.336 (0.032) 0.344 (0.032)

23 0.367 (0.027) 0.371 (0.028) 23 0.377 (0.027) 78(8.028)

(cont.)




34 Dichotomous Item Response Data 19 Testlet-based Response Data

Unidimensional

Model 2-factor Model Unidimensional Model 2-factdodel

Item Estimate (S.E.) Factor Estimate (S.E.) Testlet  Estimate (S.E.) Factor Estimate (S.E.)

Table 22, cont.

LET

24 0.522 (0.024) 0.531 (0.024) TL7 0.447 (0.022) 448.(0.022)
25 0.080 (0.032) 0.081 (0.032)
26 0.391 (0.026) 0.398 (0.027)
27 0.530 (0.024) 0.540 (0.024) TL8 0.613 (0.018) 616.(0.018)
28 0.369 (0.027) 0.376 (0.027)
29 0.510 (0.024) 0.519 (0.024)
30 0.459 (0.025) 0.466 (0.026)
31 0.726 (0.019) 0.741 (0.019) 31 0.735 (0.020) 38 (0.020)
32 0.401 (0.027) 0.409 (0.027) 32 0.414 (0.027) 19@.027)
33 0.433 (0.026) 0.439 (0.027) 33 0.447 (0.026) 48 ©.027)
34 0.158 (0.040) 0.161 (0.041) 34 0.189 (0.041) 90 (D.041)

Note The bold fonts indicate items with factor loadirgf less than 0.3.



Table 23

Fit Indices for Factor Models

Fit Index
Chi-square RMSEA
Data Format Model (N=1,978) (df; P-value) TLI CFlI (90% CiI) WRMR

Dichotomous response Unidimensional model 2492.979 0.837 0.847 0.043 1.961

data (527, <0.001) (0.041, 0.045)
2-factor model 2400.960 0.841 0.851 0.042 1.940

(526, <0.001) (0.041, 0.044)
5 Testlet-based data Unidimensional model 472.742 0.953 0.958 0.033 1.337

o (135, <0.001) (0.029, 0.036)
2-factor model 470.883 0.958 0.966 0.033 1.334

(134, <0.001)

(0.028, 0.036)




As a result, the 19 testlet-based response data were used in the remainggganaly
(examining item properties, item- and test-information functions using itgmomse
theory), which are described next.

IRT model for polytomous data and assumptionsThis section presents the
results of fitting response data to an IRT model to evaluate item propietiesand test
information. The assumptions for applying an IRT model are first examinede3ilésr
of fitting the graded response model (GRM, Samejima, 1969) are described next.

The assumptions for |RT models. The major two assumptions in applying an IRT
model to response data are local independence and unidimensionality. Local
independence in a test means that there is no relationship between examinee responses
different items after accounting for trait abilities measured bgtal®T models are not
robust to the violation of the local independence assumption. Since applying an IRT
model to local dependence response data could cause serious problems (e.qg., biased
parameter estimates and overestimated test information (Yen, 1993)),poisant to
check these assumptions before applying an IRT model.

Unidimensionality of a test indicates that a single latent trait isumeé$rom the
entire set of items. However, the latent traits measured in many perf@iassessments
are very likely to be multidimensional, mainly due to various factors such as plashed t
construct structure, unintended nuisance or construct-irrelevant variancesxadd mi
item format. When unidimensional IRT models are employed to fit multidimensional
data, several issues arise: biased IRT parameter estimates (del&¢d; 1995);

threatening the validity of any inferences from the single abilitynvedé (Reckase,
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1985); and biased results in the analysis of differential item functioning fekerman,
1992).

Given the evidence above indicating that the testlet-based response data are
essentially unidimensional and that those data address the presencarofiid@iscrete
34-item response data, the IRT assumptions were met.

| tem parameter estimates. Table 24 shows the estimated item parameters and
standard errors obtained by applying the GRM. In this model, discriminatiom¢tars
were allowed to be unconstrained for each item. The parameter estmeatexler the

usual IRT parameterization shown below:

l0g() =B, (2~ ;)

wheref;, :[;i (Rizopoulos, 2012).

In the GRM model, score categories are separated by category bourfdaries:
cases where the testlet-based responses have five categoriesg@résuit combining 4
discrete items), the five score levels are separated by four categordaries: the
boundary between score level 1 and 2, 2 and 3, 3 and 4, 4 and 5, respectively. In the
example of testlet 1.1 created from four items (item 3 to 6), each scorérdéend to 4
indicates the number of items correct, and category boundaries are used tanddtemi

probability of passing the steps required to obtain a particular score level.
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Table 24

Results of Fitting a GRM Model

Item (or
Testlet)

a(S.E)

AL (SE)

£(S.E)

Ps(S.E)

Bu(S.E)

Q1
Q2
TL1.1
TL1.2
TL2
TL3
Q14
TL4
Q17
Q18
TL5
TL6
Q23
TL7
TL8
Q31
Q32
Q33

Q34

0.445 (0.055)
1.142 (0.079)
1.058 (0.059)
1.232 (0.071)
1.523 (0.084)
0.844 (0.058)
0.894 (0.069)
0.475 (0.050)
1.923 (0.138)
1.045 (0.075)
0.910 (0.061)
0.522 (0.062)
0.691 (0.062)
0.889 (0.056)
1.387 (0.069)
2.060 (0.142)
0.757 (0.064)
0.841 (0.069)

0.409 (0.073)

0.415 (0.116)
0.250 (0.051)
-3.505 (0.196)
-1.053 (0.068)
-2.236 (0.108)
-0.875 (0.082)

0.168 (0.060)
-1.285 (0.166)
-1.001 (0.055)

0.434 (0.058)
-2.202 (0.143)
-4.252 (0.486)
-0.132 (0.073)
-2.238 (0.142)
-1.933 (0.092)
-0.700 (0.044)

0.383 (0.072)
-0.689 (0.077)

4.422 (0.760)

-1.640 (0.155)
0.557 (0.051)
-1.206 (0.108)

1.754 (0.177)

2.554 (0.321)

0.525 (0.057)

-1.911 (0.269)

0.131 (0.057)

-0.678 (0.072)

.606 (0.110)

262 (0.072)

D.(0.296)

92.80.060)

2.667 (0.655)

1.519 (0.268)

Log-likelihood =-30946.84
AIC =61999.68
BIC = 62295.94
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Table 24 also shows the estimates of item properties (item discrimination,
thresholds between category boundaries) for 34 items. The items show acceptable
discrimination capacity, and it appears that the instrument should perfornm well
estimating individuals in the approximate range of -2.5 to 2.5. The items (ots)elstiee
moderate to high discrimination estimates, ranging from 0.409 to 2.06, according to the
gualitative classification proposed by Baker (1985; very low < 0.20, low = 0.21-0.40,
moderate = 0.41-0.80, high > 0.80).

The location (difficulty) parameter; bor each of th& category boundaries shows
that the difficulty estimates are distributed evenly—from low to high. Therpatof a-
and b-parameters are also represented in the Item Charactanistc({CC) or Item
Category Characteristic Curve for each testlet (see Figui@&)ICC of each item is the

plot of the probability as a function of theta for each category option.

142



Prab ability

Probability

Frobability

ltem 1

Lalenl Trai

Testlet1.1

Lalenl Trai

143

Frab ability

Frotability

Frobabiity

0.4 2.8

0.0

04 08

©.0

ltem 2

Lalenl Trail

Testlet 1.2

| atent Trait

Testlet3

Lalenl Trail




Prob ability

Probability

Probability

0.8

0.4

0.0

0.4 o8

00

04 o8

0.0

Item 14

Latent Trait

Item 17

1]

Latent Trart

Testlet 5

144

Prob ability

Probability

Probability

0.8

0.4

0.0

0.4 08

00

0.4 o8

0.0

Testlet 4

Latent Trait

ltem 18

0

Latent Trart

Testlet 6




Item 23 Testlet T

Prabability

Testlet 8 Item 31

0.3

Probability
Probability
04

00

ot
Z g °
F-1 -
-
=1
=
=
-4 -2 L] 2 4
Latent Trait Latent Trait

|

Probability
0.4
A

0.0
[

Latent Trait

Figure 5 Item characteristic curves of 19 testlet-based items.
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Precision: Item information, Test information and Standard Error of
Measurement (SEM). Figure € displays the item information curvestbt 19 testlet
items. An item information curve is an index inding the latent trait levels dRS over
which the item is most useful for distinguishingag individials. Information curve
with high peaks denote items with high discrimioatithus providing more informatic
over the trait levels around the item’s estimatedgholdsThe information curves ¢
item 1, testlet 4, testlet 6, and item 34rked by dash& lines in Figure show that these

items havdittle precisionin estimating trait levels.

Item Information Curves

1.0

06

Information
04

02
1

00

Ability

Figure 6 Item information arves of 1¢testlet-based items.

In IRT, uncertainty about a person’s location iamfified through the estimate
standard error of measurement (SEM). The SEM dgpsdtiie precision with respect

the person location parametf. From anotheperspective, test information is t
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amount of information we have for estimating a persdatsation with an instrument, ai
it predicts the accuracy to which we can measurevalue of the latent ability
Therefore, there is a reciprocal relationship betw8EM and test information,

represented below:

Var(é) = LA and thus,
1(6)

SEM(0) = |~

1(0)

Figure 7presents the information function of the test (dase the 19 testle
responses) and the SEM. It appears that the bassmn for this test is for people wi
latent trait levelsaround zer. The standard error increases as the latent treat gt
higher (or lower), indicating that the items do nw#asure students who are abov
below average very accurate

T
0.9

Information
3
L

0.7
Standard Error of Measurement

T
0.6

0.5

N . — testinformation
o - == --- SEM

T T T
-4 2 0 2 4

0.4

Latent Trait

Figure 7. Test informationdnction ancstandard error of measurement.
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Synthesis of the Results

This study sought to make multiple validity inferences to argue that scores
derived from the AIRS test can be used to assess students’ standing on the ilaiie6t tra
in two content areas, ISI and FSI, and to provide information for a formativesasset
in introductory statistics courses. Each inference in the interpretive anggmompted a
particular investigation of the test development and evaluation procedures. Urgderly
inferences were evaluated by judging the claims laid out in the formédye. £vidence
sources collected in two stages were investigated to address the claims

This section synthesizes the inferences to develop a validity argumenivearrat
that captures the evolving evaluations of the test score interpretations an@heséour
inferences are revisited and critically examined. The theoreticalremaddE1 to TES)
and empirical evidence (EE1 to EE4) served as resources to evaluate thmlipjaafsi
the claims.
Evaluation of Scoring Inference

This inference is verified if Claim 3 (obtaining scores that are seffily precise)
is supported. The following evidence resources were investigated to examine the
plausibility of this claim: experts’ judgments of the appropriateness ohtweea key for
each item, testing conditions, and scoring methods. Scores on the test obtaingd Trom
and IRT were examined and compared in terms of score precision. ltemeammsist
(reliability) from a CTT perspective and item discrimination fromR# perspective
were examined.

During the experts’ review of the preliminary assessment, an answerakey w
provided for each item. All three experts agreed to the answer key for eaclsitee
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the assessment items are all multiple-choice format, there is higheocgiin the
accuracy of the scoring, given that the items have only one best answer dhd that
scoring key is correct (Kane, 2004). However, there might be circumstantcearttater
the interpretation of the scores. In field-testing, the testing conditioresdifézrent,
depending on the institution and the instructor: there were some cases whertenhs tes
administered in a proctored environment by the instructor, and in other cases, students
took the test in a convenient place (e.g., home or computer lab). There were also some
variations in terms of use of the test scores; some instructors used the sgadoh
their course grades, but others used the scores as extra credit. Diffstiagtd¢onditions
might influence score accuracy; therefore, caution is needed in interghegitest
scores.

A distribution of the observed scores as number-correct is displayed in Figure 8.
The mean of the testlet-based scores was 18.85 (N=1,978) with a standard deviation of
5.8. Figure 9 shows that the distribution of the observed scores as correst-total i
approximately normal. The degree of precision for number-correct scordmgeon
reliability coefficients (coefficient-alpha) in CTT. In CTT, wdbility coefficients (e.qg.,
coefficient-alpha) are fixed for all scale scores (number-corre@sb@tween 0 and 34),
and in IRT, measures of score precision are estimated separatelgtf@ceee level or
response pattern, controlling for the characteristics (e.qg., difficultydeatéms in the
scale (Embretston & Reise, 2000). Test reliability has the advantages ohbaing
compact measure of precision. However, the most accurate estimatessarantwhich
items are locally independent since item dependencies tend to inflabditelia
estimation. When seemingly distinct items related to a context exhibit dejegnde
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grouping them together into a testlet more propertglels the test structure (Sireci et
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Figure 8.Distribution of rrec-total scores (34-  Figure 9 Q-Q plot of correctetal scores.
items total).

The reliability estimate obtained in EE4 was 0.Blis is above the recommenc
value of .70 suggested by Nunnally and Bernsted®94). Since the coefficient alpha i:
measure of internaonsistency, calculated from the pairwise correfegibetween item:
this level of reliability indicates that, on aveeaghe items are measuring the constru
IRS consistently (preciselyat an acceptable level.

A distribution of the IR-estimated scores on the latémit is displayed in Figur
10. Figure 1khows that the distribution of the ability levedsapproximately norma
The mean of the estimates v-0.01 (N=1,978) with a standard deviation of C Item
discrimination coefficients we examined to evaluate the scoring infereiThe item

discriminations shown in Table 24 in section 4iadicate the most of the items (c
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testlets) havan appropriate level of discrimination (slopestém characteristics curve

with moderate to high numerical valt
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Figure 1Q Distribution of IRTscores. Figure 11.Q-Q plot of IRT sore:.

However, an examination of item information cui suggests that item 1, test
4, testlet 6and item 34 provide lower information relativedtiher items, indicating thi
they do not contribute much information in measgitime underlying trait. In otlr
words, these items or testlets diminish the degfeeore precision in measurilRS.

Figure 12shows a scatt plot of the scale scores gradedtbg GRM, plottec
against the corredotal score (numb-correct). This plot illustrates how advantage
IRT scoring methods are in dealing with scoringigssthat may arise regarding sc
precision. One issue that may be questioned icdhec-totd scores involves the use
summed “points” to score a test: why the ratedAifg3ifor themore discriminatin items
should be equal to the “points” for tless discriminatingtems. The IRT scale scorir

process finesses this issue: all of the iterponses are implicitly weighted; indeed,
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effect of each item response on the examinee’ssepends on the other it
responses. Each response pattern is scored in thaidyest uses the information ab
proficiency that the entire response pai provides, assuming that the mo

summarizes the data accurately (Thissen & Wairt#1}
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Figure 12.Scatter plot of arrec-total scores (34 items) versus IRT scores.

As can be seen ilRigure 12, the range of IRT scale scaseas much as
standard unit for some summed scores, althougle Swses are highly correlat
(r=0.98). For instance, the IRT scale score vaioe@xaminees who obtained a sumr
score of 20 because some responded correctly te afdhe highly disriminating items
Therefore, the IRT scale scores simultaneouslyigeomore accurate estimates of e
examinee’s proficiency and avoid any need for exptionsideration of the relati

weights of the different kinds of “points
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The evidence gathered throughout the assessment development procedure
suggests that the AIRS test consistently measures the trait level wittRSexaminees,
as shown in coefficient alphas and discrimination indices. When it comes to differenc
betweerexaminees, however, a score is likely to be questioned in that the test
administration conditions varied. Therefore, changing Claim 3 to reflecffispgesting
conditions (e.g., test proctoring, use of test scores) could better support the scoring
inference in the validity argument.

Evaluation of generalization inference (generalization from the scoretthe
test domain) Generalization inference concerns broadening the test score intéopretat
from an evaluation of a specific set of items to a claim about a student’sexkpeore
over the entire test domain (Kane, 2004). The plausibility of this inference aasned
by asking the following question: To what extent do the test items and scqriegaet
the universe of generalization that is assessable from the target domain¥érence
can be supported by evidence gathered for Claim 2, the test measures IRS in the
representative test domains. In other words, evidence is needed to support theatlaim t
tasks were sampled in a way to appropriately represent the range of daskiser
universe of generalization.

Four resources were used to explore the variance sources in generaliziag from
observed score to a universe score: (a) construct representation documentezbkin the t
blueprint; (b) expert review of the test blueprint and the items; (c) cognitemviews;
and (d) standard error of measurement from item- and test-information.

The test blueprint documented the relevance of the test items to the learéng goa
by explicitly describing how each item is mapped to a specific learniridhgda
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represents the test domaireéting Standard<.3.3). For example, in assessing the
domain of “sampling variability,” item 2 measured the learning goal, “utatedsg the
nature and behavior of sampling variability and taking into account sample size in
association with sampling variability.” The degree of relevance betweeasthéins
and the learning goals documented in the test blueprint was evaluated by expert
judgments.

In the expert review of the test items (TES5), three experts responded eithe
“Strongly agree” or “disagree” to the evaluation question, “The items adégaasess
the learning goals specified in each category.” One reviewer corathéKnowing how
difficult it is to write questions that assess statistical reasonth@)H that you have
assembled some very good questions to assess your proposed learning goals. You have
covered a wide range of situations using different types of data and methodshéasad
and randomization),” providing evidence of the congruency of the domain to measure
and the test content. These results suggest that the test items properlgeoxege of
knowledge, concepts, and reasoning in the target domain of IRS.

Further, cognitive interviews using think-aloud provided evidence of how test
scores represent their actual performance (reasoning) as indicatuestéb the broader
domain {Testing Standard<.3.3). Matching two different measurement prompts, correct
responses to MC items (1 or 0) and verbalizations of their reasoning, enabled @valuati
of the extent to which generalization to the broader domain is supported. As shown in
Table 18 in EE3 (Section 4.2.3), there were 30 items out of 34 that showed a 100% match
between the correctness of MC choice (1 or 0) and alignment of student reasoméng to t
intended reasoning (aligned or misaligned), meaning that a student’s cboieetfor an
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MC item indicates the ability to make appropriate reasoning of the unagedgntent
being assessed, and vice versa.

The inference from the observed score to the universe score was also explored
using examinees’ ability or trait parameters from the IRT analgitl®ough observed
scores and trait parameters (universe scores) are stated in differe(AERS et al.,

2002). An examination of the standard error of measurement played a major role in
determining the precision of estimates of the expected score over the tast;dbat is,

the strength of the claim based on this estimate (Claim 2: To measuire tHRS

appropriate domains; Brennan, 2001). The test information function summarized how
well the test discriminates among individuals at various levels of the diglitg

assessed. The peak of the information curve of each item shown in Figure 5 (item
information curves) indicated where on the theta continuum the test provides thstgreate
amount of precision, or information. As noticed, most of the items and testlets provided
high information levels (i.e., less measurement error) somewhere around Zexdhafta
continuum and less information (i.e., high measurement error) as the theta ¢p@es to t
extremes (-4 or +4). This pattern appears clearer in the test informatidiorfiund=igure

6 showing that the SEM is higher as the theta level goes to either extreme.

Two potential sources of variability were identified as variability gravents the
generalizability inference. The first source of variability arfses an interaction
between persons and items, coming from the educational and experientiathistati
students bring to the performance, in this case, on the AIRS test (Shavelson & Webb,
1991). For example, the items asked in a Spinner context (items 3 to 8) would be easier
for a student who has experienced a game using a spinner and who has thought about

155



probabilities in a fair spinner. The second source of variability comes from ransmne
or other unidentified sources of variability (e.g., students took the test on different day
different testing conditions, etc.).

Evaluation of extrapolation inference (extrapolating from the test domain to
the IRS). The tasks included in the AIRS test tend to be systematically differentlieom t
corresponding tasks in the domains of IRS (e.g., answering multiple-chonseab®ut
hypothesis testing is different from actual reasoning about hypothesis) tiesé real
context). The tasks in the test domain were de-contextualized versions gbcodiag
reasoning in the IRS domains. This inference regards extrapolation from Eeréaron
the test tasks to performance of the reasoning in the IRS domain (Kane, 2004). Three
types of evidence were explored to verify this inference: expert review;dlond
interviews, and dimensionality analysis.

The general evaluation form provided for the three experts included an evaluation
guestion asking the extent to which the items measure students’ IRS and nobestrane
factors (e.g., test taking strategies or typical procedural knowledge)teviewers
responded “agree” for this question, suggesting plausibility of Claim 1 (the¢esures
students’ level of IRS) and Claim 5 (the test provides information about studuetisof
IRS).

The representativeness of the items in measuring IRS from reviewstbafek
was supported from cognitive interviews conducted with a graduate student and nine
undergraduate students. Think-aloud data collected in one-on-one sessions where the
candidates presented self-descriptions of how they approached each task provided a
direct indication of how well a candidate’s performance on each item of threftests
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corresponding reasoning in IRS (Cronbach, 1971; Ohlsson, 1990). As revealed in the
result of a think-aloud from a graduate student, the intended reasoning fohall34f t
items were actually elicited by the expert. This indicates that thetexperformance on
the test reflected her reasoning on the corresponding items.

Another issue regarding the extrapolation inference is how the response data
shows a structure of the test in terms of the hypothesized dimensionalitgléa s
dimension of IRS or two dimensions represented by ISI and FSI). Given thdRBe A
items were based on the test blueprint that reflects two content catétf®ireasd FSI),
separate scores from ISI and FSI domains could be obtained from the test if both
theoretical, as well as empirical data, confidently support this strutuaa.expert
review of the test items, the review package included a form that askedtabentent
to which the items distinguished between ISI and FSI. Two reviewers agetéthe
items reflect students’ ISI or FSI” in general, and they also agreethéhaieéms reflect
the structure of ISI and FSI. However, an examination of dimensionality using
confirmatory factor analysis revealed that the response data wesetd@s
unidimensional structure. This suggests that universe scores (IRT edtgoates) could
provide inaccurate estimates if the scores were to be reported in twmpartcore for
the ISI items and the other score for the FSI items. In other words, ernguidance
obtained from a large-scale administration shows that the students’ edtabditees
represent (extrapolate) their level on one latent trait, IRS.

Evaluation of explanation/implication inference Claims 4 and 5 concerned the
extent to which AIRS test would help statistics instructors understand howtstude
understand statistical inference, and give them useful information for atifie@ma
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assessment. To provide information for a formative assessment, it isangthasthe
assessment covers multiple aspects of IRS (comprehensiveness of thetézg) and
that the test blueprint describing topics and learning goals helps instkmmtevavhat to
look for when assessing IRS (a detailed and clear description of the blueprint).

Experts’ positive evaluations provided during the blueprint and item review
processes supported these arguments. The reviewers generally considelespting as
a good resource to be used as a framework in assessing statistical in#seaiseussed
in section 4.2, they acknowledged that the test blueprint covered multiple asp&Ss of |
This was illustrated by reviewers’ responses to the items: “Thearae®f the blueprint
are well structured” (all rated “Agree”) and that “the learning gaa¢ clearly described”
(one rated “Strongly agree” and two rated “Agree”).

Given the agreement that the test can be functional to provide information in
formative assessment measuring students’ standing on IRS, the next qudséion t
verified is how much information each item (as well as the test) provides in ingasur
IRS. Although the test provides a good amount of information across the latent trait
levels, the standard errors of measurement (SEM) are high for studentsaillionand
high-ability latent trait levels. This indicates that the test does not lootgras well to
providing information for the students at these levels. It further suggestsdimaie
observed score could provide an inaccurate estimate of a student’s IR®poyfiai

these ranges (high or low) of the latent trait.

158



Chapter 5
Summary and Discussion

This chapter summarizes the main research findings along with the discofsi
the results and implications for teaching and for future research. Assunipset on
the validation results are discussed, as well as the extent to which theeAtR8dres
provide useful and sufficient information for a formative assessment thatimegas
inferential reasoning in statistics (IRS). Some of the claims arassied focusing on
discrepancies in results from theoretical evidence and empirical egidenc

Summary of the Study

This study developed and validated an assessment, the Assessment ofdhferent
Reasoning in Statistics (AIRS), designed to measure college stuiéertshtial
reasoning in statistics. The purpose of the assessment is to evaluate students’
understanding of concepts of statistical inference in order to helgissa¢iducators
guide and monitor students’ developing ideas of statistical inference.

Assessment development and validation were conducted by building and
supporting arguments for the use of assessment in introductory statistiesctutbe
two-phases of the research, the study first developed a test blueprint dédfetagget
domains, and then developed the assessment from existing instruments and literature
Multiple sources of evidence were evaluated with regard to the plausibitiy of
inferences laid out from the test’s claims.

In order for an observable attribute to be well defined, Kane (2006a) argues that
the target domain must be clearly specified. The target domain in this sisdjefined
in terms of the range of tasks (e.g., understanding sampling distributions, lsygothe
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tests, evaluation of studies), test conditions (e.g., online test, 50- to 60-minute test
plausible contexts (e.g., classroom, home, or computer lab), and scoring rules (e.g.,
testlet-based scoring). Two content domains were specified frometadie—informal
statistical inference (ISI) and formal statistical inferer€®l}.

Thescoringinference was supported through evidence regarding the
appropriateness of scoring methods and precision of the scores. Use of a&roatipé
format provided high confidence in the accuracy of the scoring. During the eayiew
process, it was confirmed that all item answer keys were correct amadltbatesponses
were not debatable as alternative answers. Since the test responses sb@reskehce
of local item dependence, testlet-based scoring was used.

During the item review process, the items were revised for ckrditin
wording, redundancy, and debatable issues. The observed scores showed an appropriate
level of reliability in number-correct scores, but information provided from taigess
limited in that there could be several students who have the same total-numéetr-corr
scores, but who would not be estimated to have the same latent trait level. The IRT
estimated scores were used to address this issue since IRT considesaditieewelghts
of the differential discrimination of each item. However, since testing tonsliwere
different (e.g., taking the test at home, in a lab, or a classroonmgdiffieses of the
scores across courses), there should be some caution in interpreting theddleserve
scores, that is, in making an inference from an observed score to a universe score

As Kane (2006a) arguesganeralizationnference under the assumption of
random sampling of tasks from the target domain is typically impossible ify.jdstus,
it is more plausible to justify the claim that a set of tasks is repegsanof the universe
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of generalization by evaluating if tasks were sampled in a way to appropregietsent
the range of tasks from the universe of generalization. This was evalyardrbining
that: (1) relevant topics and learning goals measured in each domaimebeded; and
that (2) irrelevant tasks were absent from the test by confirmingohadssible sources
of bias were identified.

Expert reviews suggested that the items appropriately represent retgiast
and learning goals specified to measure the target domain of IRS. Resulttddent
cognitive interviews confirmed that an observed score in the test represamndgrat’s
reasoning level on the latent trait. High correlation between observed seoves@res)
and IRT estimated scores (universe scores) was another sourcgenicevsupporting
that an observed score in the test can be generalized to the score in the univairse dom

Students’ estimated IRT scores represent their standing on the universa dbmai
IRS. It turned out that the IRT estimated scores were relativetisprand standard
errors of measurement (SEM) were low in the range of -2 to 1 on the faiéent t
continuum. However, item information curves revealed that some items (items 1 and 34,
and testlets 4 and 6) have low information functions (i.e., high SEM) suggestingdhe nee
for item revisions. Possible sources of variability, such as differdmgenditions and
students’ familiarity with some items, could also reduce the magnitude ofttjzabkiity
from an observed score to a universe score.

Evidence to support axtrapolationinference that a score in the universe domain
can be extrapolated to the target domain was gathered by a think+atEweeiv with an
expert. The kinds of intended reasoning and skills required across the rang¢asktest
were elicited by the items, suggesting the skills being assessedaskbeate

161



representative of those required to fully perform other tasks in the target dRasiirts
from a factor analysis suggested a unidimensional structure, providing eyitiesome
extent, that the universe of generalization covers the target domain.

The inference regardingplication/explanatiorwas examined using experts’
qualitative reviews of the test blueprint and the test items. Positive evakiabout the
comprehensiveness and clearness of the blueprint provided evidence that theltest ca
used to provide useful information for a formative assessment to understamd’'stude
current IRS. However, examination of item information functions revealed thatehe
some items that need to be improved in that those items contribute limited information
estimating student’s current level of IRS.

Discussion of the Claims

As reviewed in the literature, IRS has long been considered important, but
difficult to develop (e.g., delMas et al., 1999a). In this regard, developing reasoning
ISI has been suggested as a “pathway” to help students learn and reasdoratabut
concepts of statistical inference (e.g., Ben-Zvi, 2006; Makar & Rubin, 2009). If this
conjecture that IRS involves two content domains, ISI and FSI, is empirscgiported,
this would provide educators and researchers with information to better developsstudent
current understanding of IRS.

In this study, there were claims made regarding the internal struoatbexded in
this test, and claims about test use and score interpretation drawn from theestruc
Those claims are revisited below in terms of the plausibility based on thabretic

evidence and empirical evidence.
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Is IRS Unidimensional or Multi-dimensional?
The following two claims were specified about the internal structure of the

proposed test:

o Claim 1: The test measures students’ level of IRS in two aspects—ISI and
FSI.
. Claim 5: The test provides information about students’ level of IRS in the

aspects of ISl and FSI.

As it turned out, student’s IRS as measured by this test did not support the
hypothesized structure of two dimensions represented by ISI and FSI. Tdharecample
of plausible reasons for why the empirical data did not reflect a ckgaration between
ISI and FSI. First of all, the two content domains of ISI and FSI are nolyclear
distinguished in the literature. Results from a factor analysis indicatethéhaesponse
data wereessentially unidimensionalith a high correlation between the two domains.

Given that the items were designed as a two-dimensional structure and that the
experts agreed that the items reflect this structure, the unidimensisuafiem
response data suggest the following explanations of how students use ISl and FSI: A
student who understands the ideas in FSI probably (1) uses FSI when it is required, (2)
uses the ideas in FSI when only ISl is needed, or (3) uses both ideas in ISI an@®SI wh
either are required. Considering that I1SI is foundational to FSI, students with a good
understanding of FSI might have a good understanding of ISI, and it may be that those
who do not develop a good understanding of ISI have difficulty with developing FSI.

Pfannkuch’s (2006b) perspective on statistical inference aligns to this result in

that she views statistical inference as the ability to intercomiféetent ideas of
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descriptive statistics as well as inferential statistics, withimgpirecal reasoning cycle.
This implies that students might use both informal and formal methods of c#htisti
inference even when they do not need to use formal statistical ideas. Thies ifionlies
that students develop IRS as they interconnect different ideas and integrate them
generate appropriate reasoning processes. This aspect of IRS ifledsede an
argument suggested by Makar and Rubin (2009): inference is a multi-facetedatons
How Useful is this Instrument?

The following two claims are linked to the issue about uses of the proposed

assessment.
o Claim 2: The test measures IRS in representative test domains.
. Claim 4: The test is functional for the purposes of formative assessment.

The test domains were specified based on a thorough literature review, and the
test blueprint was developed laying out important topics and learning goalshof e
domain. Claim 2 was supported by experts’ agreement that the topics and lgaaiing
of the blueprint are comprehensive and the items well aligned to each item in the
blueprint. This indicates that the AIRS can provide useful information for formative
assessment (Claim 4).

In formative assessments, teachers evaluate student understandingef cours
materials to help them make better decisions in planning instruction. Teagh¢hgio
decide whether further review is required or if the students are reatihefmtroduction
of new material (Thorndike, 2005). Given that Claim 2 was verified, teachers catorefer
the test blueprint along with student response data on the AIRS test to idengfytcont

areas students find difficult to understand. In this way, teachers could u$edata
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student responses on this assessment for formative assessment and provide tieedbac
students to help them learn better.
Limitations

While the results of this study supported the claims about the proposed test, there
are some limitations that need to be considered. One of them concerns limitadditera
on the topic of inferential reasoning in statistics. Although inferential neagbas been
studied for decades, the study of statistical inference from teaching amddea
perspectives is scarce. Due to the short history of statistics educatioisa@pland, there
are no agreed upon definitions, content domains, and assessments to measure ISI and FSI
as separate aspects. As seen in the blueprint- and assessment-revisvotéper
content experts, the reviewers had different opinions regarding the topicsetiab roe
assessed. Although the author used the literature to decide which domains would be
included, there are still arguable issues regarding what topics and legwalagre
specifically about ISI and FSI.

Another limitation of the study is a lack of validity evidence based on relabons t
other variables (e.g., convergent and discriminant validity evidence). Thysistud
missing this evidence source due to the nonexistence of a criterion measuosgi® pr
adequate comparisons. The generalization inference in the validity argumeahtosoul
more strongly supported if there were evidence based on relationships with other
variables as it addresses questions about the degree to which these rela@waships
consistent with the construct underlying the test interpretations (AERA 2082).

Lastly, there are potential systematic sources of variability indests due to
uncontrolled aspects of test administration. In the large-scale figidgtesstructors had
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the flexibility to administer the online test depending on the course scheduepatas
environment, and student characteristics. This might result in lack of genatidyiza
from the test score to the universe score.
Teaching Implications

Although developing the concepts and ideas of IRS has been emphasized in
teaching introductory statistics (ASA, 2005), many studies reported that ststieiggle
with understanding formal concepts and procedures in inferential statisgicdH@ler
and Krauss, 2002). Given that the students who participated in this large-scamanses
are representative of students enrolled in college-level introductoryissatigurses, it
would be worthwhile to look at the observed proportion-correct score (used as a measure
of item difficulty) of each item or testlet to see in what areas collegergtusleow good
understanding or difficulty. Here, the item difficulties were computed agpogion-
correct score from a CTT perspective instead of an IRT perspectieaitsinenore
straightforward in interpreting student’s current level of understandiride P& displays

the item difficulties for each item or testlet.
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Table 25

Item Difficulties as Proportion-correct

Items Asked Independently

ltems Asked in Testlets

ltem ltems ltem ltem
ltems Difficulty (Testlet) Difficulty Items Difficulty

1 0.46 3 (TL1) 0.88 16 (TL4) 0.50

2 0.44 4 (TL1) 0.77 19 (TL5) 0.66
14 0.47 5(TL1) 0.37* 20 (TL5) 0.59

17 0.78 6 (TL1) 0.21* 21 (TL6) 0.87
18 0.41 7 (TL1) 0.50 22 (TL6) 0.75
23 0.52 8 (TL1) 0.61 24 (TL7) 0.64
31 0.71 9 (TL2) 0.82 25 (TL7) 0.35*

32 0.44 10 (TL2) 0.79 26 (TL7) 0.49
33 0.62 11 (TL2) 0.67 27 (TL8) 0.54
34 0.15* 12 (TL3) 0.34* 28 (TL8) 0.52
13 (TL3) 0.53 29 (TL8) 0.54

15 (TL4) 0.39* 30 (TL8) 0.53

* items with item difficulty less than 0.40
+: items with item difficulty greater than 0.70

Looking at the items with high proportion-correct, students seem to show good

reasoning for items that asked either about a sample or a population sgpdmteiver,

they tend to show incorrect reasoning if the items require them to connect reasoning

about a given sample to a distribution of sample statistics and then to make a @onclusi

about a population.
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For example, the two easiest items were items 3 and 4 shown in Appendix H.2.
Items 3 and 4, which asked either for a particular sample or for a populationpasadese
guestion, had high proportion-correct scores. Even though they tend to show good
understanding of how to set up a null model to examine whether a particular sample is
unusual or not (item 4), many students didn’t seem to understand what the null model
represents in a distribution of sample statistics (item 5). They also showex lac
understanding of how to quantify unusualness and give a measure to argue that an
observation is unusual (item 6).

The items with low proportion-correct (item 5 and 6) may indicate that students
do not make a connection between an observed sample and the null model to make a
conclusion about a population. To reason about this inference process correctly, students
are expected to: (1) recognize what to support or reject (the null model), (2) filethewi
from the observed results, (3) quantify the extent to which the evidence is unusual, and
(4) make an argument for rejecting or not rejecting the null model based on theieghantif
measure of unusualness by going back to (1). This entire process was embeukelsdtin t
of items (question 3 to 8), and students were expected to use informal inferential
reasoning to answer this set of questions.

Students’ lack of ability to connect different ideas of IRS and unify them ke ma
an appropriate conclusion is consistent with results from a study conducteakby &mhd
Rubin (2009). In characterizing students’ informal statistical inferenesetresearchers
found that students’ initial attention to descriptive statistics (e.g., meaa)stample
never got back to the problem that would have allowed them to realize the potetigal of t
data they collected as evidence for drawing inferences.
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Implications for Future Research

This assessment opened possibilities for future research about inferential
reasoning in statistics. Further investigation is needed to use the AIRS from a
longitudinal perspective in a classroom setting. The next step would be to observe
students’ assessment outcomes at different time points in a course, and toatevhstig
students’ levels on IRS change over time as they learn formal inferestsalimng. This
type of study could help track students’ IRS from a developmental perspecthat so t
students could be provided meaningful feedback.

There is also a need for more research studies to characterize #ssdiffated
with students’ learning formal inference. It currently is not known howdI&sociated
with IRS, how IIR affects IRS, and what instructional approaches are neededdiop
IRS from IIR. There is a need for foundational studies about IIR to understan&indmeat
of informal ideas students have before they learn about formal concepts ticstatd
how they use those ideas to learn about formal inferential ideas and techniques.

An improved assessment to measure students’ IRS created in collabordtion wit
statistics teachers and test developers would also be an interestingfresea. The
current practice of assessment design and development in introductorycstetistses
is not well aligned with measurement or psychometric theories. Gredtentaity can
result when test development is based on the joint consideration of content, item-quality
and test-quality.

Conclusion

Examination of multiple sources of evidence suggest: the newly created AIRS

measures students’ level of inferential reasoning in statisti& @R a unidimensional
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construct; the AIRS can provide useful information for formative assessment t

understand students’ current standing on IRS; and information obtained from the scores

on this assessment is relatively precise and generalizable to a largem.domai
Incorporating these conclusions, it is suggested that this study contribttes to

statistics education research in two ways: 1) This assessment will enadsiggation of

the impact of different approaches to teach the ideas of statisticahitgausing a

reliable and valid measure; and 2) The AIRS provides a tool that can be used by

instructors in statistics classrooms as well as by the statidticatgon research

community. With the increasing attention being paid to effective way to téstcdtisal

inference in introductory statistics courses these are two importantchionis.
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Appendix A
Studies on Statistical Inference
Table A-1

Studies on Foundations of Statistical Inference, Formal Statistical Inference,

and Infornsticatdtiference

Studies [number of Instruments/Method
studies] Sample size Students’ Grade Level Design of Data Collection Response Methods
Aberson et al. (2000) 111 Undergraduates andQuasi-experimental  Quizzes and student Pre- and post-test:
graduates study; ratings on their unclear
Pre- and posttest learning Student rating: rating
scale
Aquilonius (2005) 16 College students 1 group Eestt Classroom
observation
Bakker et al. (2008) 10 Employees 1 group posttest  Audio recordings,
workplace artifacts, a
guestionnaire, and
interview
Batanero (2004) 117 Undergraduates 1 group; Pretest: SRA (Konold Pretest: Multiple

Pre- and posttest

& Garfield, 1993); choice
posttest: questionnaire posttest: Open-ended
guestions

(cont.)
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Studies [number of

Instruments/Method

studies] Sample size Students’ Grade Level Design of Data Collection Response Methods
Table A-1, cont.
Belia et al. (2005) 473 Authors of journal 1 group one Tasks presented ina Open-ended tasks
articles evaluation website (Quantitative)
Observations and
interviews
(Qualitative)
Ben-Zvi (2006) [2] 75 Grade 5 1 group one 20 items from TIMSS
evaluation
Ben-Zvi & Gil (2010) 3 Grade 6 1 group one Observation of Open-ended questions
evaluation students working on
guestionnaire
(Qualitative)
Carver (2006) 48 College students 1 group; Pre- and post-test Multiple choice

Chance et al. (2004)
test)
N=37 (interview)

Collins & Mittag
(2005)

22 versus 47

delMas & Garfield 49
(1999)

delMas et al. (1999) 89 (initial activity);
[2] 141 (new activity)

Pre- and posttest

N=114 (pre- and postdndergraduates (pre- 1 group; pre- and

and post-test, posttest
interview) + graduates
(interview)
Undergraduates
groups
Undergraduates 1 group posttest
Undergraduates

groups

(CAOS)

Software (Sampling
Distribution)
Posttest and final
exam

Quasi-experimental32retest scores; 1
inferential test scores;

1 final test score

1 posttest

Quasi-experimental: Pre- and posttest

Multiple choice and
interview

Unclear

Itipjiédchoice and
true/false items

same items as delMas
& Garfield, 1999

(cont.)
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Studies [number of

Instruments/Method

studies] Sample size Students’ Grade Level Design of Data Collection Response Methods
Table A-1, cont.
Earley (2001) 98 Undergraduates 1 group one 1 posttest
evaluation
Falk & Greenbaum 53 Undergraduates 1 group one Questionnaire One multiple-choice
(1995) evaluation item
Grant & Nathan 3 Graduate students 1 group one Interview
(2007) evaluation
Haller & Krauss 44 Undergraduates Quasi-experiment: 3 Questionnaire Six True/False
(2002); Krauss & groups (instructors, guestionnaires
Wassner (2002) scientists, and
students)
Hertwig & Gigerenzer 18 Undergraduates 1 group one Questions (interview)  Think aloud protocol
(1999) evaluation
Hoekstra (2010) 71 Ph.D students 1 group one Tasks on hypothesis Open ended questions
evaluation testing and Cls
Hong et al. (1992) 56 Graduate (N=27); Quasi-experiment: 4 Pre-(10 items) and A computer-assisted

Kahneman & Tversky 95
(1972)

Kalinowski (2010) 94

Kaplan (2009) 10

Undergraduate
(N=29)
Undergraduates

Graduate students

Undergraduates

experimental units

1group one evaluation

1 group one
evaluation

1 group one
evaluation

posttest (17 items)

Questil@na

Survey

Open-ended questions
(interview)

pretest; paper-and-
pencil posttest

Open-ended

(cont.)




Studies [number of Instruments/Method
studies] Sample size Students’ Grade Level Design of Data Collection Response Methods
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Table A-1, cont.

Konold et al. (1993) 88 16 high school 1 group: pre and post- Open-ended questions
students test
25 undergraduates and
47 college students

Konold (1994) 199 High school students 1 group:qmd post- SRA (Konold & Multiple-choice
test Garfield, 1993)
Lane-Getaz (2010) 105 College students in Quasi-experiment: 3 RPASS (Lane-Getaz, 34 Multiple-choice
introductory courses  groups: pre- and post- 2008) items
test
Lane & Tang (2000) 115 Undergraduates Randomiraett@:  Pre- and post-test 12 open-ended
Four treatments with guestions

two different
conditions--factorial
combination;

And one control group

Lavigne et. al (2008) 3 Undergraduates 1 groupuetian Word problem; Open-ended
(case study) Concept map;
interview
Lipson (2003) [2] 23 Undergraduates 1 group one Concept map
evaluation
Liu (2005); Liu & 8 High school 1 group several 3 time interviews after Video and interviews
Thompson (2009) mathematics teachers evaluations (teaching each seminar

experiment)

Lunsford et al. (2006) 18 versus 7 Undergraduates  Quasi-experiment; Pre- and post-test (27 Items from delMas et
Two groups items) al. (1999) (cont.)




Studies [number of Instruments/Method

€0¢

studies] Sample size Students’ Grade Level Design of Data Collection Response Methods
Table A-1, cont.
Makar & Rubin 4 Primary school 1 group one Classroom
(2007, 2009) teachers (4) and their evaluation observation and
students (Grades follow-up interview
unclear)
Means & Voss (1996) 60 Grades 5, 7,9, and 11 rolone Interviews for Open-
evaluation ended questions
Meletiou-Mavrotheris 5 Undergraduates 1 group one Experimental analysis Transcript
(2004) evaluation (Videotape, classroom
observation)
Smith (2008) 104 Undergraduates 1 group one Mixed methods: 14 multiple-choice
evaluation Assessment and item
follow-up interview
(N=11)
Mittag & Thompson 225 AERA members Stratified random Survey
(2000) (educational sample
researchers)
Paparistodemou & 22 Grade 3 1 group one Interview
Meletious- evaluation (Case
Mauvrotheris (2008) study)
Pfaff & Weinberg 26 Undergraduates 1 group several 5 different Open-ended
(2009) evaluation assessments guestions, items from
beginning/during/after delMas et al. (1999)
instruction
Pfannkuch (2005) 30 Grade 10 1 group one Interview
evaluation

(cont.)
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Studies [number of

Instruments/Method

studies] Sample size Students’ Grade Level Design of Data Collection Response Methods
Table A-1, cont.
Pfannkuch (2006) [2] 1 teacher and 29 Grade 11 1 group one Teacher
students evaluation communications and
students
communication
Pratt (2008) 2 10- 11 years old 1 group one Interview on students’
evaluation working with activity
Rubin et al. (1991) 12 Senior high school Observational Interview of 6 open-

Rubin et al. (2006) 9

Saldhanha (2004) 8

Saldanha & 27
Thompson (2003) [2]

Saldanha & 8
Thompson (2006)

students

Secondary Teachers 1 group one

(math/statistics) evaluation
High school students 1 grawep o
evaluation

High school students 1 group one
(11th and 12th grades)evaluation

Grade 10 (N=1);
Grade 11 (N=3);
Grade 12 (N=4)

1 group one
evaluation

ended questions

Responses to given
tasks

Classroom
observation; student
written work

Classroom
observation; student
written work; post
experiment interview

Students discussion

(cont.)
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Studies [number of
studies]

Instruments/Method

Sample size Students’ Grade Level Design of Data Collection

Response Methods

Table A-1, cont.

Sedlemeier (1998)

Simon (1976)

Sotos et al. (2009)

Stohl & Tarr (2002)

Thompson et al.
(2007)

Vallecillos (1995,
1996, 2000, 2002)

Vallecillos and
Batanero (1997)

N=46 (Study 1)" Undergraduates
N=22+40 (Study 2)
N=31 (Study 3)

25 Undergraduates
144 Undergraduates
2 Grade 6
8 Teachers
436 ??
7 University

Study 1: random Study 1: open-ended
assignment of two tasks ina PC
conditions Study 2: item with
Study 2: extended three tasks
interview from Study Study 3: interview
1
Study 3: interview

(Quasi-) Controlled Pre- and posttest
experimental design

1 groep on 5 items from ARTIST

Unclear

Multiple choice (for

evaluation project and confidence assessment); 10-point

for the responses

1 group one Analysis of students’
evaluation (case work and conversation
study)

1 group one Seminar-> Interview
evaluation (Qualitative)

1 group one Questionnaire and
evaluation interview

1 group one Questionnaire and
evaluation interview

Likert scale
(confidence items)

20-item (true/false,
multiple-choice, and
open ended question)

3 true/false items and
two interview
guestions

(cont.)
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Studies [number of

Instruments/Method

studies] Sample size Students’ Grade Level Design of Data Collection Response Methods
Table A-1, cont.
Vanhoof et al. (2007) 221 Undergraduates 1 grrep and post- Pre- and post-test Multiple choice items

Watson (2004) 38
Watson & Moritz 62
(2000)

Well et al. (1990) 1st study: N=114
2nd study a: N=151
2nd study b: N=138

3rd study: N=120

Wilkerson & Olson 52
(1997)

Willams (1999) [2] 18

3 years after the
previous study
(Grades 6 to 13)

Grades 3, 6, and 9

Undergraduates

Graduates

Undergraduates

test

1 group repeated
evaluations

1 group one
evaluation

1st study: 1 group
2nd study: 2groups
comparison
3rd study: groups
comparison
(controlled
conditions)

1 group one
evaluation

1 group one
evaluation

Longitudinal
interview with the
same subjects

Interview and written
works for open-ended
guestions

1st study:
guestionnaires

2nd study: two
versions of
guestionnaires for
comparison

3rd study: problems
for two groups,
interview for 1 group

6 items
Concept map and

interview (pre- and
post-interviews)

during activity + 1
item from SRA

1st and 2nd study: two
open ended questions;
3rd study: four open
ended questions

Type of items unclear

Talk aloud
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Table B-1

Appendix B

Preliminary Test Blueprint

Test Blueprint to Assess Informal Statistical Inference

Topic
Category Topics Learning Goals Literature
Informal  The concept of Being able to express uncertainty in making infeesasing probabilistic  Makar and Rubin (2009), Zieffler
Inference uncertainty (not deterministic) language et al. (2008)
(Inf-1)
Inf-2 Properties of Being able to able to reason about a collectiotiadd from individual Makar and Rubin (2009);
aggregates cases as an aggregate Rubin, Hammerman, & Konold
(2006); Pfannkuch (1999)
Inf-3 Sampling variability - Understanding the na&and behavior of sampling variability Rubin, Hammerman, & Konold
- Understanding sample to sample variability (2006); Wild et al. (2011)
- Taking into account sample size in associatiah wampling variability
Inf-4 The concept of Being able to understand and articulate wheth@obra particular sample Makar and Rubin (2009); Zieffler
unusualness of data is likely given a particular expectationctaim et al. (2008);
Liu and Thompson (2009)
Inf-5 Generalizing from a - Being able to predict and reason about posshdeacteristics of a Zieffler et al. (2008)

sample to a
population

population based on a sample of data
- Being able to draw a conclusion about populatiom sample(s) based
on the prediction

(cont.)
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Topic

Category Topics Learning Goals Literature
Table B-1, cont.
Inf-6 Reasoning about - Being able to predict and reason about possiffierences between two Wild et al. (2011);

comparison of two populations based on observed differences betweesdamples of data
populations from two - Being able to draw a conclusion about comparafdmwo populations
samples from two samples based on the prediction

Makar and Rubin, (2009); Zieffler
et al. (2008); Pfannkuch, (2005)
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Table B-2

Test Blueprint to Assess Formal Statistical Inference

Misconceptions Found

Topic Category Topics Learning Goals in Literature Literature
Sampling The concepts of -Understanding the definition of samplingA tendency to predict Saldanha and Thompson
distribution samples and distribution sample outcomes based on (2002); Saldhanha (2004);
(SD-17 sampling -Understanding the role of sampling causal analyses instead of Rubin, Bruce, and Tenney
distribution statistical patterns in a (1991)
collection of sample
outcomes

SD-2 Law of Large Understanding that the larger the sampleA tendency to assume that aKahneman and Tversky; Rubin
Numbers (Sample the closer the distribution of the sample isample represents the et al. (1991); Saldanha &
representativeness) expected to be to the population population regardless of Thompson (2002); Metz

distribution sample size (1999); Watson & Moritz,
(representativeness (20004, 2000b)
heuristic)

SD-3 Population Understanding the relationship between Confusion between Sedlemeier (1997); Lipson,
distribution and frequency distribution and population  frequency distributions and 2003; delMas et al. (1999)
frequency distribution sampling distributions
distributions

SD-4 Population Understanding the relationship between Confusion between delMas et al. (1999)
distribution and sampling distribution and population population and sampling
sampling distribution distributions

distributions

(cont.)
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Topic Category

Topics

Learning Goals

Misconceptions Found

in Literature Literature

Table B-2, cont.

SD-5

Hypothesis
testing (HT-1§

HT-2

Central Limit
Theorem

Definition, role,
and logic of
hypothesis testing

Definitions ofP-

-Understanding the effect of sample size Lack of taking into account Mokros and Russell (1995);

in sampling distributions
-Understanding how sampling error is
related to making an inference about a
sample mean

-Being able to describe the null
hypothesis

-Understanding the logic of a significancet to be true (Lack of

test

Being able to recognize a correct

value and statistical interpretation of &-value

significance

sample size in association Sedlemeier & Gigerenzer

with distributions of samples (1997); Tversky & Kahneman,

(1974); Vanhoof et al. (2007);
Schwartz, Goldman, Vye,
Barron, and The Cognition and
Technology Group at
Vanderbilt (1998); Wagner &
Gal (1991); Well, Pollastek,
and Boyce (1990)

-Failing to reject the null is  Batanero (2000); Nickerson
equivalent to demonstrating (2000); Haller & Krauss
(2002); Liu & Thompson
(2009); Vallecillos (2002);
Williams (1999); Mittag &
Thompson, 2000

understanding the
conditional logic of
significance tests)

-Lack of understanding the
role of hypothesis testing as
a tool for making a decision

MisconceptionP-value is
the probability that the null
hypothesis is true and that
(1-p) is the probability that
the alternative hypothesis is
true

Carver (1978); Falk &
Greenbaum (1995); Nickerson
(2000)

(cont.)
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Topic Category Topics

Misconceptions Found
Learning Goals in Literature Literature

Table B-2, cont.

HT-3 P-value as a
numerical
probability

HT-4 Sample size and
statistical
significance in HT

HT-5 Evaluation of HT

HT-6 Designing a

statistical test for
the comparison

-Understanding the smaller tRevalue, Misconception: A smalP- Cohen (1994); Rosenthal
the stronger the evidence of a differencevalue means a treatment  (1993)

of effect effect of large magnitude

-Understanding the relationship between

P-value and standard error

(Understanding that given the same mean

difference, the smaller the variation in the

sample statistic, the smaller tRevalue,

if all else remains the same)

-Understanding larger sample sizes yieldLack of understanding the  Wilkerson and Olson (1997)
smallerP-values, and more statistically relationship between sample
significant observed results, if all else  size and statistical

remains the same significance

-Understanding that an expenmtal Lack of interpretation of Wilkerson & Olson (1997)
design with random assignment supportgesult of hypothesis testing
causal inference and statistical significance

-Being able to make an appropriate
conclusion from a hypothesis test

-Being able to design a statistical test to
compare two samples from a population
-Being able to make a conclusion from a
statistical test

%D and™HT: The SD was used to stand for the topisarhpling distributiorand HT for the topic dfiypothesis test$lowever, in a later version of the
blueprint, these acronyms were change8ampDandStest{See Appendix D), respectively. This is to avoidfusion that SD is used to represent

standard deviationn statistics.



Appendix C
Expert Review Forms of Test Blueprint
Consent Form: Expert Review

This study is being conducted by a researcher from the University of Minnesatar& invited

to participate in a research study designed to develop and validafestesSment of Inferential
Reasoning in Statistics (AIRSYou were selected as a possible participant because you have
been contributing your expertise of college students’ statisticainmgasand thinking on the
research of the field of statistics education. We ask that you readrthiafa ask any questions
you may have before agreeing to be in the study.

This study is being conducted by: Jiyoon Park, Educational Psychology, EPSY 5261dnstruct
Background Information:

The proposed study is to develop an instrument to assess two aspects of culkys’st
statistical inferential reasoning—informal and formal stai@stinference. The target population
of the assessment is college students in the U.S. who are taking a ndusdadsed statistics
course. The purposes of this assessment are: (1) to monitor studerntstioagdevelopment of
inferential reasoning as they learn statistics in an introductmurse; and (2) to facilitate
statistics education research on students’ informal and formatisttinference and the effect
of instructional approaches on this topic.

Procedures:

If you agree to be in this study, we would ask you to take your time to review a@lndtevthe
test blueprint and preliminary assessment on the evaluation forreattac

Risks and Benefits of Being in the Study:
There are no known risks to you as a participant.

The benefit to participation is the opportunity to contribute your expertideecstdtistics
education research.

Confidentiality:

The records of this study will be kept private. In any sort of report we piditish, we will not
include any information that will make it possible to identify you as aogaant. Research
records will be kept in a locked file; only the researchers conductimgttidy will have access to
the records.

Voluntary Nature of the Study:

Your decision whether or not to participate will not affect your cumeifiiture relations with the
University of Minnesota. If you decide to participate, you are free to withdtany time
without affecting those relationships.
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Contacts and Questions:

The researcher conducting this study is Jiyoon Park under the advisemenes$étoRobert
delMas, Ph.D. (Educational Psychology--Statistics Education) and JofieldG#h.D.

(Educational Psychology—Statistics Education). If you are willing tagigaite or have any
questions you are encouraged to contact me, Jiyoon Park via my Universitynefsbta, email:
parkx666@umn.edu. You may also contact my advisor, Robert delMas, at delma001l@umn.edu.

If you have any questions or concerns regarding the study and would liketmdalkeone other
than the researchers, you are encourégedntact the Research Subjects’ Advocate line, D528
Mayo, 420 Delaware Street S.E., Minneapolis, Minnesota 55455; telephone 612-625-1650.

You can print a copy of this form to keep for your records.
Statement of Consent:

| have read the above information. | have had the opportunity to ask questionsearel rec
answers.

You need to sign and return this consent form if you agree to let us use younsessimothe
research study described above.

| give permission for my responses to evaluation form to be included in aygesakeports or
research presentations made as part of this research project.

Your Name (Please PRINT):

Signature
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The Invitation Letter and Test Blueprint Evaluation Form

Expert Invitation Letter March 22, 2011

Dear Professor XXX,

| am conducting my dissertation research on theldgment of an assessment to measure students’
reasoning of statistical inference in two aspectrrhl and informal inference. The purposes of the
proposed assessment are: (1) to monitor collegests’ longitudinal development of inferential reaisig
as they learn statistics in an introductory couase, (2) to facilitate statistics education reseant
students’ informal and formal statistical inferercel the effect of instructional approaches ontthpsc.
With this letter | am formally soliciting your exgénelp in the development of my research instrumen
which is now titledAssessment of Inferential Reasoning in Stati§fitRS)

As a sequential process of expert review in theeldgment of the instrument, at the first stageskireg
you to evaluate the test blueprint with respech®validity of the topics and learning goals ie tiiueprint
for developing an assessment to measure studéaiistisal inference. Please note that the leargiveys
that students have in reasoning about statistiéaiénce, specifically in the two categories obimfial and
formal inference, were culled from research literat As a statistics educator your expert opiniomow
these items measure students’ statistical inferenicealuable.

The assessment items will be developed from thebtesprint based on your feedback at the firgjestat
the second stage, | will ask you to evaluate tisessnent items that are developed from the tespbhi.

As an expert rater you are being asked to assesatidity of the blueprint and the assessmenglation
to these specific learning objectives and miscotices. If you are willing to participate in thesea stages
of expert review on the development of the instrotnplease email me to confirm your interest at:
parkx666@umn.edu.

| am attaching two documents to help you get aesehthe task | am asking you to perform: 1) trst te
blueprint, and 2) the evaluation form. The tesephint is organized into two main sections, informa
statistical inference and formal statistical infese. Formal statistical inference is categorizéd iwo
subtopics, sampling distributions and hypothesitng. The evaluation form includes questions sle a
about the validity of the content and the degreahich the test blueprint is relevant to the cands,
informal and formal inferential reasoning.

About 40 to 50 assessment items will be writteredamn the revised test blueprint. You will alscas&ed
at a later time to rate each of the assessmens itgth respect to how well they measure the learnin
outcomes stated in the final test blueprint. Yoll bé asked to suggest improvements for any iteans f
which you “strongly disagree” or “disagree”. YoulMie asked to suggest concepts/topics that may be
missing, items that can be removed/revised, and#mr suggestions you may have to improve the
assessment.

If you agree to participate as an expert reviewei|l send you again a copy of the test bluepfortyou to
review. The turnaround for the evaluation formtaf blueprint will be 2 weeks. Please feel freestorae
any questions that you have. | sincerely hopeybatwill be able to contribute to my research.

Thank you,
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Test Blueprint Evaluation Form

Evaluation Form on the Test Blueprint

This is an evaluation form to get information ofahealid the test blueprint is to develop an insteuninto
assess college students’ informal and formal imfeeen statistics. Please read through the blueprin
carefully before answering the items below.

Part 1. Please check the extent to which you amréésagree with each of the following stateme bisua
the blueprint.

Ratings
Strongly | Agree | Disagree| Strongly
agree Disagree
Item Evaluation Questions v v v v

The topics of the blueprint represent the constratt
informal inference and formal inference in statisti

The learning goals of the blueprint are adequate fo
2 | developing items to assess students’ understamding
informal inference.

The learning goals of the blueprint are adequate fo
3 | developing items to assess students’ understamding
formal inference.

The set of learning goals is well supported by the
literature.

5 | The learning goals are clearly described.

6 | The categories of the blueprint are well strusdur

The blueprint provides a framework for testing the
7 constructs of informal and formal statistical
inference.

Part 2. For the following questions, please descyitur opinions about the blueprint.

1. For each item to which you responded “Strongly glisa” or “Disagree”, please explain why you
disagree and suggest how the blueprint might bedusal.

2. What do you think may be missing from the contdrihe blueprint related to the constructs of
informal and formal statistical inference?

3. What parts of the blueprint may be extraneous vasamportant for measuring the constructs of
informal and formal statistical inference?

4. Do you have any other suggestions for improvingtéisé blueprint? Please describe.

Thank you
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Appendix D
Final Version Test Blueprint
Table D-1

Test Blueprint to Assess Informal Inference

Topic
Category Topics Learning Goals ltems

Informal The concept Being able to reason about uncertainty in makifigrence using 1
Inference of probabilistic (not deterministic) language
(Inf-1)  uncertainty

Inf-2 Properties of -Being able to reason about a collection of daienfimdividual 9
aggregates cases as an aggregate

Inf-3 Sampling - Understanding the nature and behavior of samplarability 2
variability - Understanding sample to sample variability

- Taking into account sample size in associatiah sampling

variability

Inf-4 The concept -Being able to expect and reason whether or natricplar sample 3, 4,
of of data is likely given a particular expectationctaim (3) 5,

unusualness -Being able to describe the null model in the gigentext (4)

-Being able to reason about unusualness of a sastgilstic in the
given context (5)

Inf-5 Relationship -Being able to reason and articulate about theioekship between 7
between sample size and the shape of distribution of sastpliéstics
sample size
and
distribution
of sample
statistics

Inf-6 Generalizing - Being able to draw a conclusion about a popufaftiom a 56,8
from a sample based on the distribution of sample stesi$8)
sample to a

. -Being able to make a conclusion about a populdtmm a sample
population

in association with change of sample size (8)

- Being able to generalize (or make a conclusiorg population
using the null model and the distribution of sangikdistics
(recognizing the logic of statistical testing) (6) (cont.)
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Topic

Category Topics Learning Goals ltems
Table D-1, cont.
Inf-7 Comparing - Being able to predict and reason about possiffierénces 10,11,
two samples between two populations based on observed diffesehetween 12, 13
from two two samples of data (10, 11)
populations

- Being able to draw a conclusion about two pojpaoitest (10)

-Being able to take into account sample variatmmsample size in
relation with evidence to compare two samples (B2,
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Table D-2

Test Blueprint to Assess Formal Inference

Topic
Category Topics Learning Goals ltems
Sampling The concepts of -Understanding the definition of sampling 14
distribution samples and distribution
(SampD-1) sampling -Understanding the role of sampling distribution
SampD-2 Sample -Understanding importance of random sampling 31
representativeness (recognizing biased sampling) (31)
-Law of Large Numbers (Understanding that the
larger the sample, the closer the distributiorhef t
sample is expected to be to the population
distribution)
SampD-3 Population -Understanding the relationship between sample 15, 16
distribution, sample distribution and population distribution (15)
distributions, and -Understanding the relationship between sampling
sampling distribution and population distribution (16)
distribution
SampD-4 Central Limit -Understanding the effect of sample size in sargplii7
Theorem distributions (17)
-Understanding how sampling error is related to
making an inference about a sample mean
DE (DEsign  Study design -Understanding the logic of experitaletesign 34
of study) -Understanding difference between observational
and experimental study
-Understanding the purpose of random assignment
in an experimental study
Statistical Definitions ofP- -Being able to recognize a correct interpretatiba o 18, 25,
testing value and statistical P-value (18) 27
(Stest-1) significance -Being able to calculate a numerical P-value from a
given distribution of statistics (25)
-Being able to recognize a correct interpretatibn o
statistical significance (27)
Stest-2 A statistical test for -Being able to design a statistical test to compare 21, 22
the comparison two samples from two population (21, 22)
-Designing a statistical test to compare two groups
in an experiment
-Being able to make a conclusion from a statistical
test for comparing two groups
Stest-3 Inference about a  -designing a statistical test for the proportiovegi 23

population
proportion

in a sample (23)
-making a conclusion about a statistical testlier t

population proportion (23) (cont.)

218



Topic
Category Topics Learning Goals ltems

Table D-2, cont.

Stest-4 Inference about -being able to set up the null model to compare tw@4, 26
comparing two proportions (24)
proportions -being able to make a conclusion about a statlstica

test for comparing two population proportions (26)

Cl Inference about -Being able to interpret confidence interval ina 29, 30
(Confidence  Confidence Intervals given context (29)
Interval) -Being able to interpret the relationship between

confidence interval and margin of error (30)

EV Generalizing the -Understanding that an experimental design with 20, 28,
results of ST random assignment supports causal inference (2082, 33
Evaluation of ST -Understanding that an observational design with no
random assignment doesn’t support causal inference
(28)

-Being able to evaluate the results of hypothesis
testing (considering sample size, practical
significance, effect size, data quality, soundréss
the method, etc.) (32, 33)
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Appendix E
Expert Review Forms of Preliminary Assessment
Item evaluation form (general)

Evaluation Form on the Assessment

This is an evaluation form to ask you to evaluate the assessment dg allubcevaluation
guestions are intended to get information of how valid the proposed testses$siag college
students’ informal and formal inference in statistics. If you haveat;tplease read each item and
complete the evaluation question for each item before answerirtgnisebelow.

Part 1. Please check the extent to which you agree or disagree withf ¢lae following
statements about the blueprint.

Ratings
Strongly | Agree | Disagree| Strongly
agree Disagree
Item Evaluation Questions v v v v

The items in the assessment are adequate to assess
the learning goals specified in each category.

The items in the assessment are related to the |SI.

The items in the assessment are related to the FSI.

The items in each category (ISI and FSI) are
4 | distinctive in terms of whether the item is
categorized as one in ISl or FSI.

The items are adequate to assess the construct of
statistical inference.

Part 2. For the following questions, please describe your opinions abouti¢jpeirl

1. What do you think may be missing from the assessment items related emsheicts of
informal and formal statistical inference?

2. What do you think of the assessment may be extraneous or not as importssggsingsthe
constructs of informal and formal statistical inference?

3. Do you have any other suggestions for improving the assessment? Ptearede

Thank you!
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Item Evaluation Form (specific)

The following evaluation question was asked torthéewers for each item (item 1-34).

e.g.) Inf-1: Being able to express uncertainty in making infeessing probabilistic

Learning goal (not deterministic) language

Ratings
Please check the extent to which you agree dr Strongly Agree Disagree | Strongly
disagree with each of the following statements.  Agree Disagree
v v v v

This item assesses the stated learning goal.

If you responded “Strongly disagree” or
“Disagree”, please explain why you disagree
and suggest how the item might be improved
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Appendix F
Student Cognitive Interview Invitation
Student Invitation Letter: Cognitive Interview

To: Students who have taken EPSY 3264: Basic and Applied Statistics

You are invited to participate in a research study designed to develop antevalidaearch
instrument called thAssessment of Inferential Reasoning in Stati¢itkS).

This instrument was developed to assess college studentscstatiftrence after they have
taken an introductory statistics course. You were selected as a@@sstiripant because you
took an introductory statistics course last semester.

This study is being conducted by Jiyoon Park, a Ph.D student in the Departmentadfdaeiic
Psychology under the supervision of Dr. Robert delMas.

The study involves a one-hour interview where you will solve about 30 problems. Yde wil
asked to talk aloud as you solve a set of the problems. You will also be asiegdithatever you
are looking at, thinking, doing and feeling as you take the assessment. Youautlibéaped as
you work through the assessment.

The problems may not look like anything you have done before and a problem may leagk sev
possible solutions that you can produce using everyday knowledge and reasoniagh@Vieist

will cover some of what you learned in your statistics course, you do not havéete tiee

course content for this study.

As an incentive to participate in this study, you will receive a $20 Amazorgidboard.

The available times for the interview are:

Wednesday, July 13, 10am - 6pm

Thursday, July 14, 10am - 6pm

Friday, July 15, 2pm - 6pm

Monday, July 18 to Friday, July 22, 2pm - 6pm

If you are interested in participating please email npagix666@umn.edhby this Friday, July
8. Please let me know all times that you are available on each day so thatdritdy the best
times for all students who want to participate.

You will be notified by Monday, July 11, if you are selected to participate isttltly, and you
will be told the time and location of the study at that time.

Thanks so much!
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Consent Form: Student Cognitive Interview

Consent Form: Think-alouds interview

This study is being conducted by a researcher from the University of Minnesataré’invited
to participate ira research study designed to develop and validat&dssessment of Inferential
Reasoning in Statistics (AIRS)". You were selected as a possillgpaart because you are
currently taking or have taken post- secondary statistics courses. \thaagiu read this form
and ask any questions you may have before agreeing to be in the study.

This study is being conducted by: Jiyoon Park, Educational Psychology, EPSY 5261anstruct

Background Information:

The proposed study is to develop an instrumenssess two aspects of college students’ statistical
inferential reasoning—informal and formal statistimference. The target population of the assessise
college students in the U.S. who are taking a radostus-based statistics course. The purposesf th
assessment are: (1) to monitor students’ longialdievelopment of inferential reasoning as theynlea
statistics in an introductory course; and (2) wilit@te statistics education research on studéntsimal
and formal statistical inference and the effednefructional approaches on this topic.

Procedures:

You will participate in a one-hour interview that is designed to gain an uadénsg of what
reasoning and strategies you used for the questions in the AIRS assessment

Each interview will be audio-taped to produce a record of your respandatef analysis.
Excerpts of your interview may be used in research presentations oaiahicas an illustration
of students’ statistical thinking and reasoning. These excerpts may bdonthef a
transcription of your statements during the interview, or of audiodééscted from an interview.

We are asking for your consent to do three things. First, we ask for yoenttmswudio-tape
and record the interview. Second, we ask for your consent to include audas fitag

interviews in presentations of this research. Third, we ask for ymseat to include excerpts of
your statements during the interviews in research presentations aivdiioros.

Compensation:

You will receive a $2@mazon.congift certificate for your participation in the one-hour
interview.

Risks and Benefits of Being in the Study:
There are no known risks to you as a participant.

The benefit to participation is the opportunity to develop a better undeirsgeof statistics, and
of your own statistical thinking.
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Confidentiality:

The records of this study will be kept private. In any sort of report we mighish, we will not
include any information that will make it possible to identify you as tiggaant. Research
records will be kept in a locked file; only the researchers conductimgttidy will have access to
the records.

Voluntary Nature of the Study:

Your decision whether or not to participate will not affect your cumeiftiture relations with the
University of Minnesota. If you decide to participate, you are free to vaitihdt any time
without affecting those relationships.

Contacts and Questions:

The researcher conducting this study is Jiyoon Park under the advisemenes$éoRobert
delMas, Ph.D. (Educational Psychology--Statistics Education) and JofieldG&h.D.

(Educational Psychology—Statistics Education). If you are willing tagaite or have any
questions you are encouraged to contact me, Jiyoon Park via my Universitynefsbta, email:
parkx666@umn.edu. You may also contact my advisor, Robert delMas, at delma001l@umn.edu.

If you have any questions or concerns regarding the study and would liketmdalkeone other
than the researcheggju are encouragedo contact the Research Subjects’ Advocate line, D528
Mayo, 420 Delaware Street S.E., Minneapolis, Minnesota 55455; telephone 612-625-1650.

You will be given a copy of this form to keep for your records.
Statement of Consent:

| have read the above information. | have had the opportunity to ask questionsearal rec
answers.

You need to sign and return this consent form if you agree to let us use younsessimothe
research study described above. Please place an X next to each iterfobelbigh you do give
your permission.

| give permission to be recorded and audio-taped.

| give permission to include audio files of my interview in presentatibtis
research.

| give permission to include excerpts of my statements in reseaggngagons and
publications.

Your Name (Please PRINT):

Signhature Date
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Appendix G

Online Assessment Consent Form and Test Instruction

Please read the description below and check in the Statement of Consent if you agreeto participatein
this study. * This question is required

You are invited to participate in a research stdesigned to develop and validate Assessment of
Inferential Reasoning in Statisti€AIRS). You were selected as a possible partidipacause you are
currently taking or have taken a post-secondarisits course. Please read this form and ask any
guestions you may have before agreeing to be isttidy.

This study is being conducted by: Jiyoon Park, HRftudent in the department of Educational Psyatiol
at the University of Minnesota.

Background Information

The purpose of this study is to develop an instntrtee assess aspects of college students’ statistic
inferential reasoning. The target population ofdBeessment is students in the U.S. who are takimog-
calculus-based statistics course. The purposdssodssessment are: (1) to monitor the developofent
students’ inferential reasoning as they learnstas in an introductory course; and (2) to faaibt
statistics education research on students’ stalstiference and the effect of instructional ajptes on
this topic.

Procedures

If you agree to be in this study, you will takeaniine version of the assessment. The assessmasist
of 34 questions and will take 40 to 50 minutesdmplete.

Risks and Benefits of Being in the Study

There are no known risks to you as a participang Benefit to participation is the opportunity &vdlop a
better understanding of statistics, and of your statistical thinking. The instructors of students
participating in this study will be provided withe scores of their students.

Confidentiality

The records of this study will be kept private. Asyblished report will not include any informatitivat
will make it possible to identify you as a partiaift. Research records will be kept in a locked fildy the
researchers conducting this study will have actteise records.

Voluntary Nature of the Study

Your decision whether or not to participate wilk @dfect your current or future relations with the
University of Minnesota. If you decide to participayou are free to withdraw at any time withodeefing
those relationships.

Contacts and Questions

The researcher conducting this study is Jiyoon Bader the advisement of Professors Robert delMas,
Ph.D. (Educational Psychology--Statistics Educatand Joan Garfield, Ph.D. (Educational Psychology—
Statistics Education). If you are willing to paipiate or have any questions you are encourageontact

me, Jiyoon Park, at parkx666@umn.edu. You may@stact my advisor, Robert delMas, at
delma00l@umn.edu.
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If you have any questions or concerns regardingtindy and would like to talk to someone other tthen
researchers, you are encouraged to contact theaRbsBubjects’ Advocate line, D528 Mayo, 420
Delaware Street S.E., Minneapolis, Minnesota 554&Bphone 612-625-1650.

Statement of Consent

Please check in the consent statement below ibigoee to participate in this research study.

101 have read the above information and | give pesinisfor my responses to assessment items to be
included in any analyses, reports or research ptasens made as part of this research project.

Please provide a unique code your instructor pexvigr your class. The code should be typed intabpi
letters (e.g., ABC or DEF01).

*Online Test Instruction

You will now start the AIRS online test. This téstludes 34 multiple-choice type of questioRkase

read each question carefully and select the answ#rat best describes your reasoningYou can click
thenext button to go the next question. You can also go backéeipus question(s) to review or change
your answer(s) by clicking theack button.
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Table H-1

Summary of Expert Comments

Appendix H

Expert Review on Test Blueprint

Comments and Suggestions

Rational for
Who Commented Change @furrent Blueprint the Change

Common
suggestions

In the category of Informal inference: Reviewer 1; Reviewer 2 Added some learning goalighvh

There is no attention to inferences
about the real world or contextual
knowledge

considetinferential reasoning in a
given context

In categories of Formal inference (SDReviewer 1: “one can Added the topics, DE (DEsign of

and ST): conceptualize a process as aistudy) and EV (evaluation of

Too focus on the limited population infinite, undefined study) to get at students’
population” understanding of characteristics of

Need to have learning goals about
understanding of effect size

Reviewer 3: “no comments different types of study in terms
are made about experiments"pf—how to design the stuaénd

only talk about samples from how to generalize the results of the
limited population. study

Reviewer 2: In HT-1, Use the In the category EV, added the
words “tool towards making learning goal, “Being able to

a decision” evaluate the results of hypothesis
Reviewer 3: For a HT testing considering —sample size,
showing a small P-value, we practical significance, effect size,
need to ask, “how large is thedata quality, soundness of the
effect?” After that, we should method, etc.

consider data quality,

soundness of the method etc.
(cont.)
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Rational for

Comments and Suggestions Who Commented Change @furrent Blueprint the Change
Table H-1, cont.
Specific Too focus on one type of problem, Reviewer 1 Not included in the blueprint Corredatand
suggestions differences between groups, but regression were

almost half of the problems are about
correlation problems (and regression)

Include learning goals about “Using
models in informal inferential
reasoning”

Include using meta-cognitive
awareness what inference is as
opposed to performing some
techniques

considered alteracy or
part ofdescriptive
statisticsrather than use
of inferential reasoning

In two categories, informal
inference and formal inference, the
learning goals about setting up the
null model in a given context was
added.

This learning goalsw
considered to be difficult
to assess using typical
test format (online
format or paper-and-
pencil format). Meta-
cognitive awareness can
be assessed through in-
depth interview or
individual observation.

Not included in the blueprint

(cont.)
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Comments and Suggestions Who Commented

Rational for
Change @furrent Blueprint the Change

Table H-1, cont.

Describe more explicitly about
concepts like distribution, center and
variation in aggregate category

Need to develop a topic category on Reviewer 2
Confidence Intervals

Need to consider data quality,
soundness of the method etc.

In the category oProperties of
aggregateshe learning goal,
Being able to able to describe a
collection of data using properties
of distribution (shape, center, and
variation but not necessarily using
the terms)was added.

The topic category, “Inference
about Confidence Interval, CI” was
added.

The topic category, “Evaluation of
HT (EV)”, was separated out from
the Hypothesis Testing categories
since this topic is more about
assessing how to interpret and
evaluate the results from statistical
testing by integrating different
kinds of information in a given
study (e.g., random assignment,
sample size, data quality). The
learning goal about, “Being able to
evaluate the results of hypothesis
testing (considering sample size,
practical significance, effect size,
data quality, soundness of the
method, etc.)”, was included in this
EV category. (cont.)
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Comments and Suggestions Who Commented

Rational for

Change @furrent Blueprint the Change

Table H-1, cont.

In HT-6, add designing a test to
compare two groups in an experiment.
You might take samples from
volunteers, not from populations.

Consider including randomization and
bootstrapping methods

For SD-2, in addition to “how larger Reviewer 3
samples look more like the

population”, it is much more

important “biased sampling” for

sampling representativeness

In ST-3 (changed from category of
HT), the learning goal, designing a
statistical test to compare two
groups in an experiment, was
added.

Not included as a separate learning
goals, but will be assessed in a way
that items get at students reasoning
of the ideas involved in
randomization and bootstrap
methods.

Considering that hypothesis testing
based on normal distribution-based
approach is not the only way of
statistical testing, the original
category about hypothesis testing
(HT) was changed to statistical
testing (ST), which includes
randomization or bootstrap
methods.

The topic of “Law of Large
Numbers” was changed to “sample
representativeness” to assess
whether students realize the
importance of unbiased sampling
(quality of samples) in addition to
a large number of a sample
(quantity of samples)




Table H-2

Detailed Comments

Strongly disagree/Disagree to which

Reviewer evaluation question? Why disagree? What suggestioinsprove that part? Any other suggestions?
Reviewer 1 e Item 1. The topics of the blueprint e There is no attention to inferences about theweald e Add something like the
represent the constructs of informal (contextual knowledge) role of inference in an

statistical inference ¢ Limit focus to one type of problem, differencesvioetn

e Item 3. The learning goals of the groups, where almost half of the problems are about
blueprint are adequate for developing correlation problems (and regression)
items to asses students’ understanding of . I . . .
. o e using models in informal inferential reasoning
informal statistical inference

e generalize to a process than to a population (ane c
conceptualize a process as an infinite, undefined
population, but focus here is rather limited tatén
population) — personally, processes are often more
interesting than populations

¢ Item 5. The set of learning goals is well
supported by the literature

TEC

investigative cycle, or
in modeling.

¢ Use of meta-cognitive
awareness what
inference is as opposed
to performing some
techniques

¢ Including more
explicitly concepts
like distribution,
center and variation in
aggregate category

(cont.)




Strongly disagree/Disagree to which
Reviewer evaluation question? Why disagree? What suggestioinsprove that part? Any other suggestions?

AN

Table H-2, cont.

Reviewer 2 e Item 1. The topics of the blueprint e For informal inference
represent the constructs of informal and_
formal inference.

“Inf-5: Generalizing from a sample to populatipn”

consider use of “contextual knowledge”. Can aslariGhe

e Item 2. The topics of the blueprint conclusion make sense?” or “Alternative factors or
represent the constructs of formal explanations?”

statistical inference - students’ realizing the link between sample aopiytation

e Item 4. The learning goals of the
blueprint are adequate for developing
items to assess students’ understanding,
of formal statistical inference

e Reasoning about comparison of two groups in an

experiment.

Student misconceptions about the relationship betwe

sample distribution, sampling distribution, and

e Item 8. The blueprint provides a population distribution

framework of developing a test to assess  For Hypothesis testing:
informal and formal statistical inference ¢  very focused on the P-value. Need to develop & topi
category on Confidence Intervals.

e In HT-1. Use the words “tool towards making a
decision”. For a HT showing a small P-value, wechee
to ask, “how large is the effect?”. After that, aleould
consider data quality, soundness of the method etc.

e In HT-6, change the sentence to comparing two
populations based on a sample from each population

e In HT-6, add designing a test to compare two groaps
an experiment. You might take samples from voluistee
not from populations.

e For formal inference:

e Consider including randomization and bootstrapping
methods: the current blueprint assumes that noseéa
inference is the only method for inference yetistiagl
practice is very quickly adopting these methods. (cont.)
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Strongly disagree/Disagree to which
Reviewer evaluation question?

Why disagree? What suggestioinsprove that part?

Any other suggestions?

Table H-2, cont.

Reviewer 3 He “strongly agreed” or “agreed” forgve e  For informal inference:

evaluation question.

-Inf-5 and Inf-6 both talk about generalizing tp@pulation,
but no comments are made about experiments.

-In Inf-3, inference about effect size and dataakility need
to be included.

e For formal inference

-For SD-2, in addition to “how larger samples loukre like
the population”, it is much more important “biased
sampling” for sampling representativeness.

-Like in Informal inference, effect size and dataisbility
are important topics.




Appendix |
Versions of Assessment

Preliminary Version

Assessment of Inferential Reasoning in Statistics (AIRS)
[NOTE: The free-response format will be revised to multiple-choice format after piloting.]

Informal inferential reasoning items

1. The Springfield Meteorological Center wanted toedeiine the accuracy of their weather forec:
They searchetheir records for those days when the forecasteréported a 70% chance of rain. Tl
compared these forecasts to records of whethentdt actually rained on those particular d:

The forecast of 70% chance of rain can be congidezey accuratef it rained on:

a. 95% - 100% of those days.

b. 85% - 94% of those days.

C. 75% - 84% of those days.

D. 65% - 74% of those days

e. 55% - 64% of those days.

2.Imagine you have a barrel that contains thousahdaralies with several different colors. know that
the manufacturer produces 50% brown candies. Telests each take one random sample of 10 ca
and record the percentage of brown candies in efitteir samples. Another ten students each take
random sample of 100 candies and reche percentage of brown candies in each of theipssnWhich
of the following pairs of graphs represent the npdausible distributions for the percent of brovamdies
obtained in the samples for each group of 10 stisé

a.
.
L] L]
wae o
T T T T T 1
0 20 40 60 80 100
Percent of Brown (10 Candies in Each Sample)
L] L] ; ’
T T T T T |
20 40 60 80 100
Percent of Brown (100 Candies in Each Sample)
. .
Ll L3 .
L] L] . . .
| T T T T 1
0 20 40 60 80 100
Percent of Brown (10 Candies in Each Sample)
.
°
- e
T T T T T 1
0 20 40 60 80 100

Percent of Brown (100 Candies in Each Sample)
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0 20 40 60 80 100
Percent of Brown (10 Candies in Each Sample)

[ I T T T 1

0 20 40 60 80 100
Percent of Brown (100 Candies in Each Sample)

-
" oe o
T T T T T 1
0 20 40 60 80 100
Percent of Brown (10 Candies in Each Sample)
.
. . .
. e & & e @

T T T T T 1
0 20 40 60 80 100

Percent of Brown (100 Candies in Each Sample)

Question 3 to 9 refer to the following Consider a spinner shown below that has the |efitens A to D.

A B
25% 25%

D o}

25% 25%

Let's say you used the spinner 10 times and eawd you wrote down the letter that the spinner laod:
Furthermore, let's say when you looked at the tesybu saw that the lettB showed up 5 times out
the 10 spins.

Suppose a person is watchiymu play the game and they say that it seems lkegpt too manB's.
A second person says thaBS would not be unusual for this spinr

3. If the spinner is fair, how many B’s out of Jfirss would you expect to se

A.20r3B’s

b.40or5B’s

c.6or7B’'s

d.8or9B’s
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4. Which person do you think is corre And why?
a. The first person because:.
B. The second person becau
c. Both are correct because:

5. A statistician wants to set up a probability midd examine how often the result of 5 B’s ouflOfspins
could happen with the spinner just by chance alWhat would be the probability model the statistic
can use to do a test? Please descrie null model.

All the trials of getting letters are independe¢

The probability for each letter is p(A)=1/4, p(B)&, p(C)=1/4, p(D)=1/4

The probability for letter B is 1/2 and the othierele letters each have probability of :
The probability br letter B is 1/2 and the probabilities for thbeatletters sum to 1/;

a0 we

6. The following dot plot represents the distribatfor the number of B’s that the statistician lgased or
the null model from 100 samples where each sampisisted of theesults from 10 spins. What do y
think about the observed result of 5 B's? [*F-response question]

H l ' l ] . .
r T T T T T T
0 1 2 3 6 6

4
Number of B's

a. 5 B’s are not unusual becat
b. 5 B’s are unusuzecause:
c. There is not enough information to decide if 5 B'sinusual or nc

7. Based on your answgeto the questions 4 and 5, what would you corehlubut whether or not t
spinner is fair? Explain your reasoning. [*F-response question]

a. This spinner is fair becau
b. This spinner is unfair becau

*Note: This item will be revised to miiple-choice format after piloting based on student rasps.

8. Let's say you try the spinner again to gatheremata. You spin it 20 times and get the sproportion
of B's as before, (1®'s out of the 20 times, or ¥ B’s). How would youpext the distribution of th
proportionof B’s obtained from100 samples of 20 spins eaatotopare to the distribution of tl
proportionof B’s obtained from 100 samples of 10 spins e

a. The distribtion of the proportion of B’s for 100 samples of §fins each would be wider because
have twice as many spins in each t
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B. The distribution of the proportion of B’s for 10€petitions of 20 spins each would be narroweabse
you have more information for each sample.

c. Both distributions would have about the sametizkcause the probability of getting each letehe
same whether you do 10 spins or 20 spins.

9. Which situation, 5 B’s out of 10 spins or 10 Blst of 20 spins, provides the stronger evidenaéttie
spinner is not fair? Explain your reasoning. [*Fresponse question]

A. 10 B’s out of 20 spins because:

b. 5 B’s out of 10 spins because:

c. Both outcomes provide the same evidence because:

*Note: This item will be revised to multiple-choié@rmat after piloting based on student responses.

10. A drug company developed a new formula for theadaehe medication. To test the effectiveness of
this new formula, 250 people were randomly selefrtaah a larger population of patients with headache
100 of these people were randomly assigned tovedtleé new formula medication when they had a
headache, and the other 150 people received tHerotdila medication. The time it took, in minutésy,
each patient to no longer have a headache wasdestorhe results from both of these clinical trize
shown below. Which statement do you think is thestwalid?

Group

N =100

old

0 20 40 &0
Time to relief (minutes)

a. The old formula works better. Two people whdktte old formula felt relief in less than 20 miesit
compared to none who took the new formula. Alse,wlorst result - near 120 minutes - was with th& ne
formula.

b. The average time for the new formula to reliaveeadache is lower than the average time forlthe o
formula. | would conclude that people taking thevriermula will tend to feel relief about 20 minutes
sooner than those taking the old formula.

c. We can't conclude anything from these data. Aumaber of patients in the two groups is not theesam
there is no fair way to compare the two formulas.

Question 11 and 12 refer to the followingAn experiment was designed to study the effects/of
different exam preparation strategies on exam sctmesach experiment, half of the subjects ardaary
assigned to each exam preparation strategy. Adimpteting the exam preparation, all subjects thke t
same exam (which is scored from 0 to 100). Fodewiht experiments are conducted with students who
are enrolled in introductory courses for four diffiet subject areas: (biology, chemistry, psychology
sociology)

The dot plots in question 10 and 11 are distrimgiof exam scores obtained from two experimentgravh
the subjects prepared with two different strategieand B.
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11. Boxplots of exam scores for students in théolgippcourse ée shown below on the left, and 1
boxplots for the students in the chemistry courseoa the right. For each subject area, 25 studeerts
randomly assigned to either strategy A and 25 siisdsere randomly assigned to strategy B. W
subject areapiology or chemistry, provides the stronger evideagainst the claim, “neither strateg
better than the other”? Select either Biology oeffstry and right an explanation for your chc

n
Stralegy
N B

!
-
|
|
\

.
-l
-

Strategy
A R
1

-

A. Biology
b. Chemistry
Explain your choice:

*Note: This item will be revised to multig-choice format after piloting based on student rasps.

12. Boxplots of exam scores for students in thelpskpgy course are shown below on the left, anc
boxplots for the students in the sociology co are on the right. For the psychology course, 28esits

who were randomly assigned to strategy A and 2destis were randomly assigned to strateg
However, for the sociology course 100 students weendomly assigned to either strategy A and
stucents were randomly assigned to strategy B. Whigtegment provides the stronger evidence ag:

the claim, “neither strategy is better than theedth Why?

Sociology (N = 100 for each boxplot)

ob-[Jl-400 o o LA e
F-- -4 < zr--- -4

1 1 1 1 I I I | |
20 40 B 80 100 0 20 40 &0 80 100

Psychology (N = 25 for each boxplot)

Strategy

Etrategy
A R
R

o —

Score Score

a. Psychology
B. Sociology
Explain your choice:

*Note: This item will be revised to multig-choice format after piloting based on student rasps.

Formal inferential reasoning items

A random sample of 25 textbooks for differemiirses taught at a University is obtained, andviban
textbook price is computed for the sample. To drine the probability of finding another random san
of 25 textbooks with a mean more extreme than treeabtained from this random sample, you would t

to refer to:
a.

13.

the distribution of textbook prices for all coursggheUniversity.
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b. the distribution of textbook prices for thisrgale of University textbooks.
C. the distribution of mean textbook prices for alirples from the University.

14 — 15. Items 14 and 15 refer to the followingaiton:

Four graphs are presented below. The graph abfhis & distribution for a population of test seore
The mean score is 6.4 and the standard deviatiér is

9 2 4 & & 10 12 1% 16 18 20

12 14 16 18 20

ik
14 18 18 20

14.  Which graph (A, B, or C) do you think represeatsingle random sample of 500 values from this

population?
A. Graph A
b. GraphB
c. GraphC

15.  Which graph (A, B, or C) do you think represemdistribution of 500 sample means from random
samples each of size 97

a. Graph A
B. GraphB
c. GraphC

16. It has been established that under normal @mviental conditions, adult largemouth bass in $ilve
Lake have an average length of 12.3 inches witaradsrd deviation of 3 inches. People who have
been fishing Silver Lake for some time claim thas tyear they are catching smaller than usual
largemouth bass. A research group from the DepattoféNatural Resources took a random sample
of adult largemouth bass from Silver Lake. Whichtef following provides the strongest evidence to
support the claim that they are catching smallantfiverage length (12.3 inches) largemouth bass thi
year?

a. Arandom sample of a sample size of 100 withraple mean of 12.1.
b. Arandom sample of a sample size of 36 withrajde mean of 11.5.
C. Arandom sample of a sample size of 100 withrapde mean of 11.5
d. Arandom sample of a sample size of 36 witarage mean of 12.1
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17. A university administrator obtains a samplé¢hef academic records of past and present schgiarshi
athletes at the university. The administrator reptivat no significant difference was found in thean
GPA (grade point average) for male and female schbip athletes (p = 0.287). This means

a. The distribution of the GPAs for male and fensalkolarship athletes are identical except for @8of
the athletes.

b. The difference between the mean GPA of malelac$tap athletes and the mean GPA of female
scholarship athletes is 0.287.

c. There is a 0.287 chance that a pair of randaimbgen male and female scholarship athletes wauld h
a significant difference.

D. There is a 0.287 chance of obtaining as lardarger of a mean difference in GPAs between mate an
female scholarship athletes as that observed inghwle.

Questions 18 and 19 refer to the following: A reskar investigates the impact of a particular reidei on
fish. He has 60 healthy fish and randomly assiga dish to either be exposed or not be expos#ueto
herbicide. The fish exposed to the herbicide shomigher levels of an enzyme associated with cancer.

18. Suppose no statistically significant differemaes found between the two groups of fish. What
conclusion can be drawn from these results?

a. The researcher must not be interpreting thdtsesorrectly; there should be a significant
difference.

b. The sample size may be too small to detect a stally significant difference.

c. It must be true that the herbicide does nosednigher levels of the enzyme.

19. Suppose a statistically significant differemaes found between the two groups of fish. What
conclusion can be drawn from these results?

There is evidence of association, but no caaffadt of herbicide on enzyme levels.
The sample size is too small to draw a valigctusion.

He has proven that the herbicide causes highels of the enzyme.

There is evidence that the herbicide causes highels of the enzyme for these fish.

coop

20 — 21. Read the following information to answerugstions 20 and 21:

Data are collected from a research study that coespgzerformance for professionals who have
participated in a new training program with perfamoe for professionals who haven't participatethe
program. The professionals are randomly assignedéf two groups, with one group being given the
new training program and the other group beinggnan. For each of the following pairs of graphs,
indicate what you would do next to determine ifrthis a statistically significant difference betweabe
training and no training groups.

20.

Training

% W & % e 70 80 % 10
Time

a. Nothing, the two groups appear to be statisticsithyificantly different.
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b. Conduct an appropriate statistical test for a diffeence between groups

21.

Training ﬂ
No Training m
% 0 s % 0 % 0

& )
Time

A. Nothing, the two groups appear to be statisticallgignificantly different

B. Conduct an appropriate statistical test for a diffice between groups

Read the following information to answer Question 2:

A student participates in a Coke versus Pepsi tasteShe correctly identifies which soda is whsekien
times out of ten tries. She claims that this prahes she can reliably tell the difference betwtentwo
soft drinks. You want to estimate the probabilkgttthis student could gat least seven right out of ten
tries just by chance alone

You decide to follow a procedure where you:

e Simulate a chance process in which you specifyptbbability of making a correct guess on each
trial

e Repeatedly generate ten cases per trial from thisegs and record the number of correct outcomes
in each trial

e Calculate the proportion of trials where the numidfezorrect guesses meetsgecified criterion

In order to run the procedure, you need to decidéhe value for the probability of making a corrgaess,
and specify the criterion for the number of cormguesses.

22. Which of the options below would provide a reasonablapproach to simulating data in
order to determine the probability of anyone gettigy seven out of ten tries correct just by
chance alone?

a. Specify the probability of a correct guess as 50fb@alculate the proportion of all trials
with exactly severorrect guesses

b. Specify the probability of a correct guess as 50% ahcalculate the proportion of all
trials with seven or more correct guesses

c.  Specify the probability of a correct guess as 70fb@alculate the proportion of all trials
with exactly severorrect guesses

d. Specify the probability of a correct guess as 7@ calculate the proportion of all trials
with seven or moreorrect guesses

Read the following information before answering Qustions 23— 25:

A research question of interest is whether findnni@entives can improve performance. Alicia desigjia
study to test whether video game players are niketyIto win on a certain video game when offeretba
incentive compared to when simply told to “do ybest.” Forty subjects are randomly assigned toadne

241



two groups, with one group being offered $5 foria and the other group simply being told to “do
best.” She collected the following data from heidgt

$5 incentive | “Do your best” | Total

Win 16 8 24
Lose 4 12 16
Total 20 20 40

It looks like the $5 incentive is more succesdfigirt the encouragement. The difference in success ae
a proportion is

15 b b

Al Al

b
=

In order to test whether this apparent differengghtrbe due simply to chance, she does the follgs

e She gets 40 indexacds. On 24 of the cards she writes "win" and osH&writes "lose’

0 She then shuffles the cards and randomly placesattus into two stack One stack
represents "$5 incentive" and the other "verbabaregement

o For this simulation, she compuithe observed difference in the success rate
subtracting the success rate for the simulatidgBsificentive" group from the success 1
of the simulation's "verbal encouragement” gr

e She repeats the previous two steps 100 t

e She plots the 10Qatistics she observes from these tr

This is the simulated data that Alicia generatednfiher 100 trials and used to test her researcstiqu

0000000

00000000000000000000000000000:
0000000000000000000
00008000000

oo

23. What is the null model that Alicia's data simulatec®

The $5 incentive is more effective thverbal encourageent for improving performanc
The $5 incentive and verbal encouragement are equleffective at improving performance.
c. Verbal encouragement is more effective than a §8nitive for improving performant

op

24. Use this distribution to estimate thep-value for her observed result. Explain how you gothe
p-value.

0.02

0.03

0.04

0.05

coop
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e. 04
f. 0.5

Explain your choice:

25.  What does the distribution tell you about the hypotlesis that $5 incentives are effective for
improving performance?

a. The incentive is not effective because the nulrrithistion is centered at O.
b. The incentive is effective because the null disifiitn is centered at 0.
c. The incentive is not effective because phealue is greater than .05

d. The incentive is effective because thevalue is less than .05

Questions 26 to 29 refer to the followingDoes coaching raise college admission test scores?
Because many students scored higher on a secoaddnywithout coaching, a study looked at a
random sample of 4,200 students who took a cobelyeissions test twice. Of these, 500 had taken
coaching courses between their two attempts atdege admissions test. The study compared the
average increase in scores (out of the total plessdore of 2,400) for students who were coachéi wi
the average increase for students who were notedac

26. The result of this study showed that when studezitke the SAT test, the difference between the
average increase for coached and not-coached $sudas not statistically significant. This
means that

a. The sample sizes were too small to detect a tffereince between the coached and not-coached
students.

b. The difference between coached and not-coachedrstttidould occur just by chance even if
coaching really has no effect.

c. The increase in test scores makes no differengetting into college since it is not statistically
significant.

d. The study was badly designed because they didavat dqual numbers of coached and not-
coached students.

27. The study doesn’t show that coaching causes agyriearease in SAT scores. One plausible
reason is that

the not-coached students used other effective teageepare.

4,200 students is too few to draw a conclusion.

more students were not coached than were coached.

Students were not randomly assigned to the twopgr.ou

coop

28. The report of the study states, “With 95% confidenge can say that the average score for
students who take the college admissions testanddime is between 28 and 57 points higher
than the average score for the first time.” By “968&ffidence” we mean:

a. 95% of all students will increase their scordobtween 28 and 57 points for a second test.

b. We are certain that the average increase isdeet®8 and 57 points.
c. We got the 28 to 57 point higher mean scor@ssacond test in 95% of all samples.
d. 95% of all adults would believe the statement.
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29. We are 95% confidence that the difference betweerage scores for coached and uncoa
students is between 28 and 57 points. If we wabht 99% confident, the range of points wol
be:

a. Wider, because higher confidence requires a largegin of error
b. Narrower, because higher confidence requires alemmaérgin of erro
c. Exactly the same width as for 95% confide

Questions 30 to 3%efer to the following: Sale of eggs that are contaminated with salmoalt
cause food poisoning among consumers. A large egtuper takes a random sample of 200 ¢
from all the eggs shipped in one day. The laboyateports that 9 of these eggs«d salmonell:
contamination. Unknown to the producer, 0.1% -tenth of one percent) of all eggs shipped
salmonella.

30. A statistician tells the producer that the mardiemor for a 95% confidence statement for th
data is about plus or minus 3pentage points. The producer therefore reports teatden 1.5%
and 7.5% (that's 4.5 =# 3%) of all eggs are contaminated. This isn’t rigatause only 0.1% t
all eggs from the producer are contaminated. W/saitwrong

a. The statement that 0.1% of all of eggs shipped were contaminated with salmonella e
wrong; it has to be at least 1.5% of all eggs ship

b. A 95% confidence statement is only right for 95%albfpossible samples. This must be one of
5% of samples for which we get an incorrecnclusion.

c. The laboratory tests must be wrong because it'®asiple for the true percentage to lie out:
the confidence intervi

31. If the producer took an random sample of 400 eggiead of 200, the new margin of error wa
be:

The same as beforeecause the population of eggs is the same.

Smaller than before, because the sample is le

Larger than before, because the sample is [

Random in size, could be either larger or smalientbefore

Can't tell, because sample size doesn't coithe margin of error.

PO To

32. A sportswriter wants to know how strongly footlfalhs in a large city support building a n
football stadium. She stands outside the currestbfdl stadium before a game and interviews
first 250 people who enter the staditThe newspaper reports the results from the sansgpde
estimate of the percentage of football fans indihewho support building a new stadium. Wh
statement is correct in terms of the sampling ni

a.This is a simple random sample. It will gian accurate estimate.

b. Because the sample is so small, it will not giveaecurate estime.

c. This is a census, because all fans had a charmseasked. Iwill give an accurate estima

d. The sampling method is biased. It wl not give an accurate estimate.

33. Suppose we wish to estimate the percentage ofrsiddo smoke cigarettes at each of se\
colleges and universities. One is a small libera eollege with an enroliment 2,0
undergraduates and another is a large public wityewith an enroliment of 30,00
undergraduates. A simple random sample of 5% oftigents is taken at each school and us
estimate the percentage of students who smokermEingin of error for the estimate will |

a.smaller for the liberal aricollege.

b. smaller for the university
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d. about the same at both schools.
e. anything - you can't tell without seeing the pénresults.

34. A study of treatments for angina (pain due to Id@aold supply to the heart) compared the
effectiveness of three different treatments: bysasgery, angioplasty, and prescription
medications only. The study looked at the medieabrds of thousands of angina patients whose
doctors had chosen one of these treatments. Tharodgers concluded that prescription
medications only were the most effective treatnbemiause those patients had the highest median
survival time. Is the researchers’ conclusion valid

Yes, because medication patients lived longer.

No, because doctors chose the treatments.

Yes, because the study was a comparative experiment

No, because the patients volunteered to be studied.

aoop

35. An engineer designs an improved light bulb. Theviogs design had an average lifetime of 1,200
hours. The new bulb design has an estimated ligetifr,,200.2 hours based on a sample of
40,000 bulbs. Although the difference was quitelsrtee mean difference was statistically
significant. The most likely explanation is

a. The new design had more variability than the presidesign.

b. The sample size for the new design is very large.

c. The mean of 1,200 for the previous design is large.

36. Research participants were randomly assigned ®\#kmin E or a placebo pill. After taking the
pills for eight years, it was reported how manyeleped cancer. Which of the following
responses gives the best explanation as to the@geigf randomization in this study?

a. To ensure that all potential cancer patientsamelqual chance of being selected for the study.

b. To reduce the amount of sampling error.

c. To produce treatment groups with similar characeristics.

d. To prevent skewness in the results.

===The End ===
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AIRS-1 (Changes were made from expert reviews)

Assessment of Inferential Reasoning in Statistics-1 (AIRS-1)
[NOTE: The free-response format will be revised to multiple-choice format after piloting.]

1. The Springfield Meteorological Center wanted toedetine the accuracy of their weather forec:
They searched their records for those days whefotkeaster had reported a 70% chance of rain. "
comparedhese forecasts to records of whether or not itadigt rained on those particular de

The forecast of 70% chance of rain can be congidegey accurate if it rained ¢

95% -100% of those day

85% -94% of those day

75% -84% of those day

65% -74% of those day:

55% -64% of those day

P20 T

2.Imagine you have a barrel that contains thousahdaralies with several different colors. We knowat
the manufacturer produces 50% brown candies. Telests each take one random sample of 10 ca
and record the percentage of brown candies in eatieaf samples. Another ten students each take
random sample of 100 candies and record the pageatf brown candies in each of their samples. W
of the following pairs of graphs represents there plausible distributions for the percentage afr
candies obtained in the samples for each grou students’

a.

0 20 40 60 80 100

20 40 60 80 100
Percent of Brown (100 Candies in Each Sample)

L] L]
e o o
e o e e @
I T T T T 1

0 20 40 60 80 100

Percent of Brown (10 Candies in Each Sample)

- .
T T T T T 1

0 20 40 60 80 100
Percent of Brown (100 Candies in Each Sample)

[ I T T T 1

0 20 40 60 80 100
Percent of Brown (10 Candies in Each Sample)
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I T T T T 1

Q0 20 40 60 80 100
Percent of Brown (100 Candies in Each Sample)

-
(I N )
T T T T T 1

0 20 40 60 80 100
Percent of Brown (10 Candies in Each Sample)

0 20 40 60 80 100
Percent of Brown (100 Candies in Each Sample)

Question 3 to 9 refer to the following Consider a spinner shown below that has the |efitens A to D.

A B
25% 25%

D c
25% 25%

‘Person 1’ used the spinner 10 times and eachhienerote down the letter that the spinner landec
When he looked at the results, he saw that ther B showed up 5 times out of the 10 sg Now he
doubts the fairness of the spinner because it sékenlse got too manBs. However, ‘Person 2’ says tha
Bs would not be unusual for this spinr

4. If the spinner is fair, how marBs out of 10 spins would you expect to see?

a. 2or3B’s
b. 40r5B’s
c. 6or7B’s
d. 80r9B’s

4. Which person do you think is correct and w
a. Person 1 is correct becat
b. Person 2 is correct becat
c. Both are correct becau

5. A statistician wants to set up a probability midh examine how often the result of 5 B’s ouflBfspins
could happen with a fair spinner just by chanceeldlease describe the null model. [*}-response
guestion]

6. The statistician conducte statistical test to examine the fairness of tharsgi using a comput
simulation. The computer simulation randomly getesdour letters, A to D. She obtained 100 sam
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where each sample consisted of 10 let She then counted the number Bs inhesample of 10 rando
letters. The following dot plot represents the nemtif Bs for each of the 100 samples. What do ki
about the observed result of 5 Bs out of 10 spirthé spinner

I!!l,.
T T T
o 2 4

20

Count out of 100 samples

0 4 8 12

T T 1
6 8 10

Number of B's

a. 5 B’sare not unusual becau
b. 5 B’s are unusual becau.
c. There is not enough information to decide if 5 B'sinusual or no

7. Based on your answers to questions 5 and 6, wdnaitd you conclude about whether or not the spi
is fair? Why? [*Freeresponse questiol

a. This spinner is fair becau:
b. Thisspinner is unfair becaus

*Note: This item will be revised to multig-choice format after piloting based on student rasps.

8. Let's say the statistician did another compaigwlation, but this time each sample consiste2ix
spins. She calculated the proportion of Bs in esahple (the number of Bs divide by 20). How woubd
expect the distribution of theroportior of Bs obtained from100 samples of 20 spins each to acaip
the distribution of th@roportior of Bs obtained from 100 samples of 10 spins each?

a. The distribution of the proportion of Bs for 10thgales of 20 spins each would be wi
because you have twias many spins in each trial.

b. The distribution of the proportion of Bs for 10(petitions of 20 spins each would
narrower because you have more information for saahple

c. Both distributions would have about the same witkbause the probability of tting
each letter is the same whether you do 10 spi8 @pins

9. Which of the following results, 5 Bs out of 1fiirss or 10 Bs out of 20 spins, provides the stroi
evidence that the spinner is not fair? Explain y@asoning

a. 10 Bs out of 20 sps because larger samples have less variabilitiy,istess likely tc
get an unusual result with a fair spin

b. 5 Bs out of 10 spins because smaller samples laagerlvariability, so it is more likel
to get an unusual result with a fair spin

c. Both outcomes provide the same evidence becauseishbie same proportion of
(1/2) in each of the two sample

Item 10 to 12 refers to the following situation:
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A drug company developed a new formula for theadaehe medication. To test the effveness of this
new formula, 250 people were randomly selected fadarger population of patients with headac 100
of these people were randomly assigned to recheva¢w formula medication when they had a head:
and the other 150 people receithe old formula medicatiorf.he time it took, in minutes, for each pati
to no longer have a headache was recorded. Thitsrésun both of these clinical trials are showrobe
Questions 9, 10, and 11 present statements mattedwgydifferent statiics students. For each statem
indicate whether you think the student’s conclussowalid.

Distribution of NEW

& w N=100
g *
3
[ ; IH.
i
a - + .
T T T T
0 20 40 B0 B0 100 120
Times (minutes)
Distribution of OLD
g o
£
i

Times (minutes)

10. The old formula works better. Two people whoktthe old formula felt relief in less than 20 mies,
compared to none who took the new formr Also, the worst resultrear 120 minute- was with the new
formula.

a. Valid
b. Not valid

11. The average time for the new formula to reliaveeadache is lower than the average time foolth
formula. | would conclude that people taking thevriermula will tenc to feel relief on average about
minutes sooner than those taking the old forn

a. Valid
b. Not valid

12. We can't conclude anything from these data. umeber of patients in the two groups is not thae
so there is no fair way to compare the two foias.

c. Valid
d. Not valid

Question 13 and 14 refer to the followin¢ Four experiments were conducted to study the effeictwo
different exam preparation strategies on exam sctmezach experiment, half of the subjects v
randomly assigned to strategyand half to strategy B. After completing the examgaration, all subjec
took the same exam (which is scored from 0 to 1@}l four experiments. The four different expeeimts
were conducted with students who were enrolledim tlifferent subjecareas: biology, chemistr
psychology, sociology.

13. Boxplots of exam scores for students in théolgippcourse are shown below on the left, anc
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boxplots for the students in the chemistry courseoa the right. For each subject area, 25 studegie
randomly assigned to either strategy A and 25 siisdsere randomly assigned to strategy B. W
experiment, the one for the biology or the chermistiurse, provides the stronger evideagainsthe

claim, “neither strategy is better than the oth Why?

Chemistry: N=50

Biology: N=50
§ oo - § o LI
© ©
£ <4 orlbe e I W Sy
T T T T

0 20 40 60 80 100

Score

a. Biology
b. Chemistry

14. Boxplots of exam scores for students in thelpslpgy course are shown below on the left, anc
boxplots for the students in the sociology courseoa the right. For the psychology course, 25estits
were randomly assigpd to strategy A and 25 students were randomigreesd to strategy B. However, f
the sociology course 100 students were randomigres to strategy A and 100 students were rand:
assigned to strategy B. Which experiment provitlesstronger evid«ce againsthe claim, “neithe

strategy is better than the other"? WI

Psychology (N = 25 for each boxplot) Sociology (N = 100 for each boxplot)

§ o o I——D}—-l oo o § o - |——-|:I:|———4 o
2 <A F-{ 1 1--A 2 <A ok--{]}--A
T T T T T T T T T
0 20 40 60 80 100 0 20 40 60 80 100
Score

Score

a. Psychology
b. Sociology

15. A random sample of 25 textbooks for differemiirses taught at a University is obtained, andviban
textbook price is computed for the sample. To deine the probability of finding another random san
of 25 textbooks with a mean more extreme than treeabtained from this random sample, you would t

to refer to:

the distribution of textbook prices for all coursgghe University

a.
b. the distributiorof textbook prices for this sample of Universitytteooks.
c. the distribution of mean textbook prices for alimpdes of size 25 from the Universit

Questions 16 and 17 refer to the following situa

Four graphs are presented below. The graph @op is a distribution for a population o'st scores
The mean score is 6.5Adthe standard deviation is 1.
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16. Which graph (A, B, or C) do you think representsragle random sample of 500 values from

population?
a. Graph A
b. GraphB
c. GraphC

17.  Which graph (A, B, or C) do you think representfisribution of 500 sample means from ranc
samples each of size

a. Graph A
b. GraphB
c. GraphC

18. It has been established that under normal @mviental conditions, adult largemouth bass iver
Lake have an average length of 12.3 inches witaradsrd deviation of 3 inches. People who t
been fishing Silver Lake for some time claim thas tyear they are catching smaller than u
largemouth bas#\ research group from the DepartmenNatural Resources took a random san
of adult largemouth bass from Silver Lake. Whichhd following provides the strongest evidenc
support the claim that they are catching smallenthverage length (12.3 inches) largemouth bas
year?

a. Arandom sample of a sample size of 100 with a samplenméa?2.1
b. A random sample of a sample size of 36 with a sam@an of 11..
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c. Arandom sample of a sample size of 100 with a $gammean of 11.5.
d. Arandom sample of a sample size of 36 with a samqan of 12.1.

19. A university administrator obtains a sampl¢hef academic records of past and present schgiarshi
athletes at the university. The administrator réptirat no significant difference was found in thean
GPA (grade point average) for male and female sebbip athletes (p = 0.287). What does this mean?

a. The distribution of the GPAs for male and femaledarship athletes are identical except for 28.7%
of the athletes.

b. The difference between the mean GPA of male schiuifmiathletes and the mean GPA of female
scholarship athletes is 0.287.

c. There is a 28.7% chance that a pair of randomlgehanale and female scholarship athletes
would have d. significant difference assuming thate is no difference.

d. There is a 28.7% chance of obtaining as largergefeof a mean difference in GPAs between
male and female scholarship athletes as that obdémthe sample assuming that there is no
difference.

Questions 20 and 21 refer to the following: A reskar investigates the impact of a particular reidei on
fish. He has 60 healthy fish and randomly assiga dish to either be exposed or not be expos#ueto
herbicide. The fish exposed to the herbicide shomigher levels of an enzyme associated with cancer.

20. Suppose no statistically significant differemaes found between the two groups of fish. What
conclusion can be drawn from these results?

a. The researcher must not be interpreting thdtsesorrectly; there should be a significant
difference.

b. The sample size may be too small to detedttisttally significant difference.

c. It must be true that the herbicide does nosednigher levels of the enzyme.

21. Suppose a statistically significant differem@es found between the two groups of fish. What
conclusion can be drawn from these results?

a. There is evidence of association, but no caaffedt of herbicide on enzyme levels.
b. The sample size is too small to draw a valigctasion.
c. He has proven that the herbicide causes higliels of the enzyme.

d. There is evidence that the herbicide causdeehigvels of the enzyme for these fish.

22 — 23. Read the following information to answerugstions 20 and 21:

Data are collected from a research study that cogsptae times to complete a task for professionats

have participated in a new training program withfgrenance for professionals who haven't participate
the program. The professionals are randomly asgigmene of the two groups, with one group recgjvin
the new training program (N=50) and the other gmneafpreceiving the training (N=50). For each of the
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following pairs of graphs, select an appropriatioacthat you would need to do next to determirthéfre
is a statistically significant difference betweég training and no training groups. Write an exatam for
your choice.

22.

Training — —

No Training — F—

20 30 40 50 60 70 80 90 100
Time

a. Nothing, the two groups appear to be stati§icadnificantly different.

b. Conduct an appropriate statistical test forfiedince between groups.

23.

Training

No Training — —

20 30 40 50 60 70 80 90 100
Time

a. Nothing, the two groups appear to be statifficignificantly different.
b. Conduct an appropriate statistical test forfiedince between groups.

24. A student participates in a Coke versus Pegge test. She identifies the correct soda sexrestout
of ten tries. She claims that this proves thatcstrereliably tell the difference between the twii danks.
You want to estimate the probability that this stiuidcould gett least seven right out of ten tries just by
chance alone

You decide to follow a procedure where you:

e Simulate a chance process in which you specifyptbbability of making a correct guess on each
trial

¢ Repeatedly generate ten cases per trial from thisegs and record the number of correct outcomes
in each trial

e Calculate the proportion of trials where the numidfezorrect guesses meetsgecified criterion

In order to run the procedure, you need to decidthe value for the probability of making a corrguess,
and specify the criterion for the number of corgugsses.

Which of the options below would provide a reasdaa@pproach to simulating data in order to deteemin
the probability of anyone getting seven out oftrées correct just by chance alone?
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a. Specify the probability of a correct guess as 50 @alculate the proportion of all trials
with exactly severorrect guesses

b.  Specify the probability of a correct guess as 50t @alculate the proportion of all trials
with seven or moreorrect guesses

c. Specify the probability of a correct guess as 7@ @alculate the proportion of all trials
with exactly severorrect guesses

d. Specify the probability of a correct guess as 70fb@alculate the proportion of all trials
with seven or moreorrect guesses

Read the following information before answering Qustions 25— 26:

A research question of interest is whether findnni@entives can improve performance. Alicia desigjia
study to test whether video game players are nikebyIto win on a certain video game when offeretba
incentive compared to when simply told to “do ybest.” Forty subjects are randomly assigned toadne
two groups, with one group being offered $5 foria and the other group simply being told to “do you
best.” She collected the following data from hedst

$5 incentive | “Do your best” | Total

Win 16 8 24
Lose 4 12 16
Total 20 20 40

It looks like the $5 incentive is more succesdfidiit the encouragement. The difference in success aa
a proportion is: 16/20 — 8/20 = 8/20 = 0.40

In order to test whether this apparent differenaghtrbe due simply to chance, she does the follgwin

e She gets 40 index cards. On 24 of the cards shestmvin” and on 16 she writes "lose".

0 She then shuffles the cards and randomly placesatttks into two stacks. One stack
represents "$5 incentive" and the other "verbabaregement".

o For this simulation, she computes the observeemiffce in the success rates by
subtracting the success rate for the simulatidgBsiricentive” group from the success rate
of the simulation's "verbal encouragement” group.

e She repeats the previous two steps 100 times.

e She plots the 100 statistics she observes frone tinieds.

The following shows a distribution of simulated al&tat Alicia generated from her 100 trials anddiuse
test her research question:

254



000000000000000000000
000000000000000000000000000000
0000000000000000000

Q00000000000

.
Olooooooooe

o
o °

o o

° o o o
-04 2 0.0 0.2 04

25.What is the null model (null hypothesis) that Afisi data simulatec
a. The $5 incentive is more effective than verbal emageément for improving performanc

b. The $5 incentive and verbal encouragement are lggfédctive for improving performanc
c. Verbal encouragement is more effective than a $5 ineeffibr improving performanc

26. Use this distribution to estimate tp-value for her observed result.

a. 0.02
b. 0.03
c. 0.04
d. 0.05
e. 0.40

27.What does the distribution tell you about the hjests that $5 incentives are effective for impron
performance?

The incentive is not effective because the nulirthistion is centered at
The incentive is effective because the null disttitn i< centered at 0.
The incentive is not effective because p-value is greater than .05.
The incentive is effective because p-value is less than .05.

coop

Questions 28 to 31 refer to the followin¢ Does coaching raise college admission test sc@esause
many students scored higher on a second try evowticoaching, a study looked at a random santg
4,200 students who took the college admissiongwese. Of these, 500 took a coaching course bet\
their two attempts at the college admissiont. The study compared the average increase inséor
students who were coached to the average increastutients who were not coach

28.The result of this study showed that while the tealcstudents had a larger increase, the differ
betweerthe average increase for coached an-coached students was not statistically significéftiat
does this mean?

a. The sample sizes were too small to detect a tffereince between the coached anc-coached
students.

b. The observed difference betweerached and natoached students could occur just by che
alone even if coaching really has no effi
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c. The increase in test scores makes no differengetting into college since it is not statistically
significant.

d. The study was badly designed because they didavat dqual numbers of coached and not-
coached students.

29. The study doesn’t show that coaching causesatdy increase in college admissions test scéfbhih
of the following would be the most plausible reagmmthis?

a. The not-coached students used other effective teageepare.
b. The number of 4,200 students is too few to detetiffarence.
c. More students were not coached than were coached.

30. The report of the study states, “With 95% aterfice, we can say that the average score for gtuden
who take the college admissions test a secondisiinetween 28 and 57 points higher than the average
score for the first time.” By “95% confidence” wesan:

a. 95% of all students will increase their score biyween 28 and 57 points for a second test.

b. 95% of all samples of students will increase theore by between 28 to 57 points for a second
test.

c. 95% of all students who take the college admissiesiswould believe the statement.

d. We are 95% certain that the average increase ieggohdmissions scores is between 28 and 57
points.

31. We are 95% confident that the difference betwaagrage scores for the first and the seconditests
between 28 and 57 points. If we want to be 99%ident, the range of values in the interval would be

a. Wider, because higher confidence requires a largegin of error.
b. Narrower, because higher confidence requires alsmmabrgin of error.
c. Exactly the same width as the range for the 95%id®emnce interval.

32. A sportswriter wants to know how strongly faatbans in a large city support building a newtfusdl
stadium. She stands outside the current footkedisin before a game and interviews the first 25dpfee
who enter the stadium. The newspaper reports gudtsefrom the sample as an estimate of the peagent
of football fans in the city who support buildinghaw stadium. Which statement is correct in terfrth®
sampling method?

This is a simple random sample. It will give anwaate estimate

Because the sample is so small, it will not giveaacurate estimate
Because all fans had a chance to be asked, igiwél an accurate estimate.
The sampling method is biased. It will not giveameurate estimate.

oo o

33. A study of treatments for angina (pain dueot® blood supply to the heart) compared the effectdss
of three different treatments: bypass surgery,@pigsty, and prescription medications only. Thelgtu
looked at the medical records of thousands of angatients whose doctors had chosen one of these
treatments. The researchers concluded that ‘pptgerimedications only’ was the most effective tneant
because those patients had the highest mediarvaltive. Is the researchers’ conclusion valid?
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Yes, because medication patients lived longer.

No, because doctors chose the treatments.

Yes, because the study was a comparative experiment
No, because the patients volunteered to be studied.

oo o

34. An engineer designs a new light bulb. The previdesign had an average lifetime of 1,200 hdtrs.
new bulb design has an estimated lifetime of 120@urs based on a sample of 40,000 bulbs. Although
the difference was quite small, the mean differamase statistically significant. Which of the follavg is

the most likely explanation for the statisticallgrsficant result?

a. The new design had more variability than the presidesign.
b. The sample size for the new design is very large.
c. The mean of 1,200 for the previous design is large.

35. Research participants were randomly assignekéeoVitamin E or a placebo pill. After taking thils
for eight years, it was reported how many develogatter. Which of the following responses gives the
best explanation as to the purpose of randomizatitims study?

a. To reduce the amount of sampling error that capéajf the subjects are not randomly assigned.
b. To ensure that all potential cancer patients haglgaral chance of being selected for the study.

c. To produce treatment groups with similar characterstics
d. To prevent skewness in the results.

===== The End ====
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AIRS-2 (Changes were made from 1st cognitive intervie\

Assessment of Inferential Reasoning in Stati-2 (AIRS-2)

1. The Springfield Meteorological Center wanted toedeiine theaccuracy of their weather forecas
They searched their records for those days whefotkeaster had reported a 70% chance of rain.
compared these forecasts to records of whetheotdt actually rained on those particular d:

The forecast of 3% chance of rain can be considered very accuréteined on

95% -100% of those day

85% -94% of those day

75% -84% of those day

65% -74% of those day:

55% -64% of those day

PO T®

2.Imagine you have a barrel that contains thousahdaraes with several different colors. We know t
the manufacturer produces 50% brown candies. Telests each take one random sample of 10 ca
and record the percentage of brown candies in ebttteir samples. Another ten students each take
randan sample of 100 candies and record the percenfdg®wn candies in each of their samples. Wt
of the following pairs of graphs represents theermausible distributions for the percentage ofor
candies obtained in the samples for each groui® students?

.
. e
wes o e
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T T T T 1
? 2 o @ o 10 0 20 40 80 80 100
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i .
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0 20 40 80 80 100
0 20 40 60 80 100 el
Percent of Brown (100 Candies in Each Sample) Percent of Brown (100 Candies in Each Sample)
Graph A Graph B
e« o 3 3 3 o o . . (S,
I T T T T 1 T T T m
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Percent of Brown (10 Candies in Each Sample) Percent of Brown (10 Candies in Each Sample)
-
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0 20 40 60 &0 100
f 1 ies i
Percent of Brown (100 Candies in Each Sample) Parcent of Brown (100 Candies in Each Sample)
Graph C Graph D
a. Graph A.
b. Graph B.
c. GraphC.
d. GraphD.

Questions3 to 8 refer to the following: Consider a spinneown below that has the letters frA to D.
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A B
25% 25%

D Cc

25% 25%

‘Person 1’ used the spinner 10 times and eachhienerote down the letter that the spinner landec
When he looked at the results, he saw that ther B showed up 5 times out of the 10 sg Now he
doubts the fairness of the spinner because its like he got too mangs. However, ‘Person 2’ says tha
Bs would not be unusual for this spinr

3. If the spinner is fair, how maiBs out of 10 spins would you expect to see?

a. 2or3B’s
b. 40r5B’s
c. 6or7B’s
d. 80or9B’s

4. A statistician wants to set up a probability mlo examine how often the result of 5 B's oufL6fspins
could happen with a fair spinner just by chancael&Vhich of the following is the best probabilitypdel
for the statistician to use?

a. The prdoability for each letter is the sa—1/4 for each letter.
b. The probability for letter B is 1/2 and the othlerele letters each have probability of ]
c. The probability for letter B is 1/2 and the proHieis for the other letters sum to 1

5. The satistician conducted a statistical test to exartleefairness of the spinner using a comp
simulation. The computer simulation randomly getesdour letters, A to D. She obtained 100 sam
where each sample consisted of 10 let She then countethe number of Bs in each sample of 10 ran
letters. The following dot plot represents the nemt¥ Bs for each of the 100 samples. What do k1
about the observed result of 5 Bs out of 10 spirthé spinner
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. 5 Bs are not unusual becau: or less Bs happened in more than 90 samples dild®
5 Bs are not unusual because 5 or nBs happened in four samples out of :
5 Bs are unusual becausBs happened in only three samples out of 100.

5Bs are unusual because 5 or mBs happaed in only four samples out of 1(

. There is not enough information to decide Bs are unusual or not.

PoooTp
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6. Based on your answers to questions 5 and 6, wnait! you conclude about whether or not the spinne
is fair? Why?

a. This spinner is most likely fair because 2 Bd aiBs happened the most in the simulation.
b. This spinner is most likely fair because 5 @slBs was not unusual in the simulation.

c. This spinner is most likely unfair because 3norre Bs was rare in the simulation.

d. This spinner is most likely unfair because fineutation distribution seems skewed.

e. We do not know whether or not the spinner istiacause the sample size of 10 is small.

7. Let's say the statistician did another compatewlation, but this time each sample consiste20of
spins. She calculated the proportion of Bs in esghple (the number of Bs divided by 20). How would
you expect the distribution of throportion of Bs obtained from100 samples of 20 spins eaciohopare
to the distribution of theroportion of Bs obtained from 100 samples of 10 spins each?

a. The distribution of the proportion of Bs for 1€8mples of 20 spins each would be wider because yo
have twice as many spins in each trial.

b. The distribution of the proportion of Bs for 1f#petitions of 20 spins each would be narroweabse
you have more information for each sample.

c. Both distributions would have about the sametizkcause the probability of getting each letehée
same whether you do 10 spins or 20 spins.

8. Which of the following results, 5 Bs out of firss or 10 Bs out of 20 spins, provides the stronge
evidence that the spinner is not fair? Why?

a. 10 Bs out of 20 spins, because larger sampleslbas variability, so it is less likely to get amusual
result with a fair spinner.

b. 5 Bs out of 10 spins, because smaller samples laeger variability, so it is more likely to ga
unusual result with a fair spinner.

c. Both outcomes provide the same evidence bectheseis the same proportion of Bs (1/2) in eacthef
two samples.

Item 9 to 11 refers to the following situation:

A drug company developed a new formula for theadezehe medication. To test the effectiveness of thi
new formula, 250 people were randomly selected fadarger population of patients with headache8. 10
of these people were randomly assigned to rechav@ew formula medication when they had a headache,
and the other 150 people received the old formw@dioation. The time it took, in minutes, for eactignt

to no longer have a headache was recorded. Thigsrésun both of these clinical trials are showroe

Items 9, 10, and 11 present statements made by dhfferent statistics students. For each statement
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indicate whether you think the student’nclusion is valid.

Distribution of NEW

N=100

15

Frequency
05

Times (minutes)

Distribution of OLD

B N=150
ZE . . .:}.*i:i*i!kf‘ih%i;i!usli.:u
40 60

15

Frequency

0 20 80 100 120

Times (minutes)

9. The old formula works better. Two people whokttite old formula felt relief in less than 20 miesy
compared to none who took the new formr Also, the worst resultrear 120 minute- was with the new
formula.

a. Valid
b. Not valid

10. The average time for the new formula to reliaveeadache is lower than the average time foolth
formula. | would conclude that people taking thevriermula will tend to feel relief on average ab@a
minutes sooner than those taking tild formula.

a. Valid
b. Not valid

11. We can't conclude anything from these data. umeber of patients in the two groups is not thae
so there is no fair way to compare the two form

a. Valid
b. Not valid

Question 12 and 13 refer to tfollowing: Four experiments were conducted to study the effefctwo
different exam preparation strategies on exam sctmezach experiment, half of the subjects v
randomly assigned to strategy A and half to stsaiegAfter completing the exam gparation, all subject
took the same exam (which is scored from 0 to 1@}l four experiments. The four different expeeimts
were conducted with students who were enrolledum flifferent subject areas: biology, chemis
psychology, sociology.

12.Boxplots of exam scores for students in the biologyrse are shown below on the left, and
boxplots for the students in the chemistry courseoa the right. For each subject area, 25 studeerts
randomly assigned to either strategy A and 25 ints were randomly assigned to strategy B. W
experiment, the one for the biology or the chermistiurse, provides the stronger evideagainsthe
claim, “neither strategy is better than the othe
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Biology: N=50 Chemistry: N=50
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a. Biology, because scores from the Biology eiment are more consistent, which makes the diffes
between the strategies larger relative to the Céteynéxperiment

b. Biology, because the outliers in the boxplotdoategy A from the Biology experiment indicaterénis
more variability in scar for strategy A than for strategy

c. Chemistry, because scores from the Chemistrgrargnt are more variable indicating there are r
students who got scores above the mean in str&e

d. Chemistry, because the difference between thénmoan ancthe minimum scores is larger in t
Chemistry experiment than in the Biology experim

13. Boxplots of exam scores for students in thelpgipgy course are shown below on the left, anc
boxplots for the students in the sociology courseca the ight. For the psychology course, 25 stude
were randomly assigned to strategy A and 25 stgdeeate randomly assigned to strategy B. Howeve!
the sociology course 100 students were randomigres to strategy A and 100 students were rand:
assiged to strategy B. Which experiment provides thengfer evidencagainsthe claim, “neithe

strategy is better than the other"? WI

Psychology (N = 25 for each boxplot) Sociology (N = 100 for each boxplot)

§ o - ot-[[J-4o0 o § o - -] -4 o
£ < F-{ 1 ]--A £ < or--{]}--4
\ T T T T ] \ T T T T ]
0 20 40 60 80 100 0 20 40 60 80 100
Score

Score

a. Psychology, because there appears to be a tfiffprence between the medians in the Psychao
experiment tham the Sociology experimer

b. Psychology, because there are more outliersategy B from the Psychology experiment, indicg
that strategy B did not work well in that cou

c. Sociology, because the difference between thémuen and minimum scres is larger in the Sociolog
experiment than in the Psychology experim

d. Sociology, because the sample size is larggreirSociology experiment, which will produce a m
accurate estimate of the difference between thestrategie:

262



14. A ranedm sample of 25 textbooks for different coursegidat a University is obtained, and the m
textbook price is computed for the sample. To cheitee the probability of finding another random saax
of 25 textbooks with a mean more extreme than tt&obtained from this random sample, you would n
to refer to:
a. the distribution of textbook prices for all coursgghe University

b. the distribution of textbook prices for this sampfaJniversity textbooks

c. the distribution of mean textbook prices for alimgdes of size 25 from the Universit

Questions 15 and 16 refer to the following situa

Four graphs are presented below. The graph abfhis & distribution for a population of test s&
Themean score is 6.4 and the standard deviation i

Population
g _ " o _r
o w=6.57; 0=1.23 L4 Graph A
o |
— wn
3 g | Z T
§ o g o
o g ® 7
2 = ]
fra =
(=]
2 o J
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® Graph B | et Graph C
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Te] mn
5 2 - 5 %
g o 5 o
7 = -
[ - L 8
2 A e
o - = o 4
T T T T T T 1 T T T T T T
2 4 6 8 10 12 14 2 4 6 8 10 12

15.  Which graph (A, B, or C) do you think representsragle random sample of 500 values from

population?

a. GraphA
b. GraphB
c. GraphC

16. Which graph (A, B, or C) do you think repents a distribution of 500 sample means from ran
samples each of size

a. GraphA
b. GraphB
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c. GraphC

17. It has been established that under normal @mviental conditions, adult largemouth bass in 8ilve
Lake have an average length of 12.3 inches witaredard deviation of 3 inches. People who have
been fishing Silver Lake for some time claim thas tyear they are catching smaller than usual
largemouth bass. A research group from the DepattoféNatural Resources took a random sample
of adult largemouth bass from Silver Lake. Whichtef following provides the strongest evidence to
support the claim that they are catching smallentfiverage length (12.3 inches) largemouth bass thi
year?

a. A random sample of a sample size of 100 withrapde mean of 12.1.
b. A random sample of a sample size of 36 withrapda mean of 11.5.
c. A random sample of a sample size of 100 witarapde mean of 11.5

d. A random sample of a sample size of 36 withrapda mean of 12.1

18. A university administrator obtains a samplé¢hef academic records of past and present schgiarshi
athletes at the university. The administrator reptivat no significant difference was found in thean
GPA (grade point average) for male and female secbbip athletes (p = 0.287). What does this mean?

a. The distribution of the GPAs for male and fensalkolarship athletes are identical except for @8of
the athletes.

b. The difference between the mean GPA of malelac$tap athletes and the mean GPA of female
scholarship athletes is 0.287.

c. There is a 28.7% chance that a pair of randambgen male and female scholarship athletes wawd h
a significant difference assuming that there islifierence.

d. There is a 28.7% chance of obtaining as lardarger of a mean difference in GPAs between madk a
female scholarship athletes as that observed isghmle assuming that there is no difference.

Questions 19 and 20 refer to the following: A reskar investigates the impact of a particular hedea on
fish. He has 60 healthy fish and randomly assigch dish to either be exposed or not be exposd#uketo
herbicide. The fish exposed to the herbicide shomigher levels of an enzyme associated with cancer.

19. Suppose no statistically significant differemees found between the two groups of fish. What
conclusion can be drawn from these results?

a. The researcher must not be interpreting thdtsesorrectly; there should be a significant
difference.

b. The sample size may be too small to detedtsstally significant difference.

c. It must be true that the herbicide does nosednigher levels of the enzyme.
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20. Suppose a statistically significant differem@es found between the two groups of fish. What
conclusion can be drawn from these results?

a. There is evidence of association, but no caaffedt of herbicide on enzyme levels.
b. The sample size is too small to draw a valigctasion.
c. He has proven that the herbicide causes higliels of the enzyme.

d. There is evidence that the herbicide causdeehigvels of the enzyme for these fish.

21 — 22. Read the following information to answeestions 21 and 22:

Data are collected from a research study that cogsptae times to complete a task for professiomats
have participated in a new training program withfgrenance for professionals who haven't participate
the program. The professionals are randomly asgdigmene of the two groups, with one group recgjvin
the new training program (N=50) and the other gneafpreceiving the training (N=50). For each of the
following pairs of graphs, select an appropriatioacthat you would need to do next to determirthéfre
is a statistically significant difference betweég training and no training groups. Write an exatam for
your choice.

21.

Training —

No Training — F—

20 30 40 50 60 70 80 90 100
Time

a. Nothing, the two groups appear to be stati§icadnificantly different.

b. Conduct an appropriate statistical test forfieince between groups.

22.

Training

No Training — —

20 30 40 50 70 80 90 100

60
Time
a. Nothing, the two groups appear to be statisticsithyificantly different
b. Conduct an appropriate statistical test for a diffice between groups.

265



23. A student participates in a Coke versus Pagge test. She identifies the correct soda sem@stout
of ten tries. She claims that this proves thatcgtrereliably tell the difference between the twii danks.
You want to estimate the probability that this stuidcould geat least seven right out of ten tries just by
chance alone

You decide to follow a procedure where you:

e Simulate a chance process in which you specifyptbbability of making a correct guess on each
trial

e Repeatedly generate ten cases per trial from thisegs and record the number of correct outcomes
in each trial

e Calculate the proportion of trials where the numifezorrect guesses meets a specified criterion

In order to run the procedure, you need to decidéhe value for the probability of making a corrgaess,
and specify the criterion for the number of cormguesses.

Which of the options below would provide a reasdaa@pproach to simulating data in order to deteemin
the probability of anyone getting seven out oftiégs correct just by chance alone?

a. Specify the probability of a correct guess &% Bd calculate the proportion of all trials wétkactly
severcorrect guesses

b. Specify the probability of a correct guess a%%hd calculate the proportion of all trials witktven or
morecorrect guesses

c. Specify the probability of a correct guess & dhd calculate the proportion of all trials wétkactly
severcorrect guesses

d. Specify the probability of a correct guess & &hd calculate the proportion of all trials wééven or
morecorrect guesses

Read the following information before answering Qustions 24— 26:

A research question of interest is whether findrini@entives can improve performance. Alicia desigjia
study to test whether video game players are nikebyIto win on a certain video game when offeretba
incentive compared to when simply told to “do ybest.” Forty subjects are randomly assigned toadne
two groups, with one group being offered $5 foria and the other group simply being told to “do you
best.” She collected the following data from hedst

$5 incentive| “Do your best”| Total

Win 16 8 24
Lose 4 12 16
Total 20 20 40

It looks like the $5 incentive is more succesdfigint the encouragement. The difference in success aa
a proportion is: 16/20 — 8/20 = 8/20 = 0.40

In order to test whether this apparent differenéghitrbe due simply to chance, she does the follgwin

e She gets 40 index cards. On 24 of the cards shiesvsvin” and on 16 she writes "lose".

0 She then shuffles the cards and randomly placesatttks into two stacks. One stack
represents "$5 incentive" and the other "verbabaregement".
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o For thissimulation, she computes the observed differentearsuccess rates
subtracting the success rate for the simulatidgBsificentive" group from the success 1
of the simulation's "verbal encouragement” gr

e She repeats the previous two steps imes.

e She plots the 100 statistics she observes frone tinieds

The following shows a distribution of simulated al#ttat Alicia generated from her 100 trials anddutse
test her research question:
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24. What is the null model (null hypothesis) Alicia's data simulated?
a. The $5 incentive is more effective than verlmaloeiragement for improving performar
b. The $5 incentive and verbal encouragement arallgceffective for improving performant

c. Verbal encouragement is more effec than a $5 incentive for improving performar

25. Use this distribution to estimate ip-value for her observed result.
a.0.02
b. 0.03
c. 0.04
d. 0.05

e.0.40

26. What does the distribution tell you about thipdthesis that $5 incentives eeffective for improving
performance?

a. The incentive is not effective because the distribution is centered at

b. The incentive is effective because the nullrifistion is centered at
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c. The incentive is not effective becauseghalue is greater than .05

d. The incentive is effective because phealue is less than .05

Questions 27 to 30 refer to the following: Doesaltag raise college admission test scores? Because
many students scored higher on a second try evouticoaching, a study looked at a random
sample of 4,200 students who took the college aslaris test twice. Of these, 500 took a coaching
course between their two attempts at the collegeissions test. The study compared the average
increase in scores for students who were coachtgtaverage increase for students who were not
coached.

27. The result of this study showed that whiledbached students had a larger increase, the differe
between the average increase for coached and aohed students was not statistically significant.aéVv
does this mean?

a. The sample sizes were too small to detect adifference between the coached and not-coached
students.

b. The observed difference between coached andaamtied students could occur just by chance alone
even if coaching really has no effect.

c. The increase in test scores makes no differiengetting into college since it is not statistlgal
significant.

d. The study was badly designed because they didave equal numbers of coached and not-coached
students.

28. The study doesn’t show that coaching causesatdy increase in college admissions test scéfbhih
of the following would be the most plausible reagmmthis?

a. The not-coached students used other effective teageepare.
b. The number of 4,200 students is too few to detetifference.
c. More students were not coached than were coached.

29. The report of the study states, “With 95% aderfice, we can say that the average score for gtuden
who take the college admissions test a secondisilnetween 28 and 57 points higher than the average
score for the first time.” By “95% confidence” wesan:

a. 95% of all students will increase their score biyween 28 and 57 points for a second test.

b. 95% of all students in a new sample will increds®rtscore by between 28 to 57 points for a
second test.

c. 95% of all students who take the college admissiesiswould believe the statement.

d. We are 95% certain that the average increase ieggohdmissions scores is between 28 and 57
points.
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30. We are 95% confident that the difference betwarage scores for the first and the seconditests
between 28 and 57 points. If we want to be 99%ident, the range of values in the interval would be

a. Wider, because higher confidence requires a largegin of error.
b. Narrower, because higher confidence requires alemmaargin of error.
C. Exactly the same width as the range for the 95%ia®emnce interval.

31. A sportswriter wants to know how strongly faatbans in a large city support building a newtfusdl
stadium. She stands outside the current footkedisin before a game and interviews the first 25dpfee
who enter the stadium. The newspaper reports thdtsfrom the sample as an estimate of the peagent
of football fans in the city who support buildingnaw stadium. Which statement is correct in terfrth®
sampling method?

This is a simple random sample. It will give anwete estimate.

Because the sample is so small, it will not giveaacurate estimate.
Because all fans had a chance to be asked, igiwélan accurate estimate.
The sampling method is biased. It will not giveameurate estimate.

a0 op

32. A study of treatments for angina (pain dueote blood supply to the heart) compared the effectdss
of three different treatments: bypass surgery,@pigsty, and prescription medications only. Thelgtu
looked at the medical records of thousands of angatients whose doctors had chosen one of these
treatments. The researchers concluded that ‘pptgerimedications only’ was the most effective tneant
because those patients had the highest mediarvaltime. Is the researchers’ conclusion valid?

Yes, because medication patients lived longer.

No, because doctors chose the treatments.

Yes, because the study was a comparative experiment
No, because the patients volunteered to be studied.

coop

33. An engineer designs a new light bulb. The previdesign had an average lifetime of 1,200 hdtrs.
new bulb design has an estimated lifetime of 120@urs based on a sample of 40,000 bulbs. Although
the difference was quite small, the mean differamase statistically significant. Which of the follavg is

the most likely explanation for the statisticallgrsficant result?

a. The new design had more variability than the presidesign.
b. The sample size for the new design is very large.
C. The mean of 1,200 for the previous design is large.

34. Research participants were randomly assignekéeoVitamin E or a placebo pill. After taking this
for eight years, it was reported how many develogmtter. Which of the following responses gives the
best explanation as to the purpose of randomizatitims study?

a. To reduce the amount of sampling error that capéajif the subjects are not randomly
assigned.

b. To ensure that all potential cancer patients haglgaal chance of being selected for the study.

To produce treatment groups with similar charasties

To prevent skewness in the results.

oo

===== The End ====
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AIRS-3: Final version (Changes were made from pilot testin)

*Note: This final version was administered via onle assessment tool. This version shown below w
copied from the online tool.

Assessment of I nferential Reasoning in Statistics (AIRS - 3)

AIRS Online Consent Form

Start AIRS

1. The Springfield Meteorological Center wanted taletermine the accuracy of their weathel
forecasts. They searched their records for those B8@ays when the forecaster had reported a 70¢
chance of rain. They compared these fiecasts to records of whether or not it actually raied on
those particular days. The forecast of 70% chancef oain can be considered very accurate if it rainec
on:

() 95% - 100% of those days.
() 85% - 94% of those days.
() 75% - 84% of those days.
() 65% - 74% of those days.
() 55% - 64% of those days.

2. Imagine you have a barrel that contains thousarslof candies with several different colors
We know that the manufacturer produces 50% brown cadies. Ten students each take one rando
sample of10 candies and record the percentage of brown careti in each of their samples. Anothe
ten students each take one random sample of 100 ches and record the percentage of brow
candies in each of their samples. Which of the fallving pairs of graphs repiesents the more plausibl
distributions for the percentage of brown candies btained in the samples for each group of 1
students?
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Fercent of Bvoim (1) Candies In Cach Sampie) Percent of Brown (100 Candies in Each Sample)
Graph C Graph D
() Graph A
() Graph B
() Graph C
() Graph D
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Questions3 to 8 refer to the followin
Consider a spinner shoviaelow that has the letters fri A to D.

5% 258,

‘Person 1’ used the spinner 10 times and eachhienerote down the letter that the spinner landec
When he looked at the results, he saw that ther B showed up 5 times out of the 10 sg Now he
doubts he fairness of the spinner because it seems likgohtoo man Bs. However, ‘Person 2’ says tt
5 Bs would not be unusual for this spini

3. If the spinner is fair, how manyBs out of 10 spins would you expect to se

()20r3B's
()4or5B's
()6or7B's
()8o0r9B's

4. A statistician wants to set up a probability moel to examine how often the result of Bs
out of 10 spins could happen with a fair spinner jat by chance alone. Which of the following is th
best probability model for the <atistician to use?
() The probability for each letter is the se—1/4 for each letter.
() The probability for letter B is 1/2 and the ethhree letters each have probability of
() The probability for letter B is 1/2 and the pailities for thi other letters sum to 1,

5. The statistician conducted a statistical test texamine the fairness of the spinner using
computer simulation. The computer simulation randonty generates four letters A to D. She obtained
100 samples where each sample consisted of 10 lett&She then counted the number cBs in each

sample of 10 random letters. The following dot plotepresents the number of Bs for each of the 1(
samples. What do you think about the obsend result of 5Bs out of 10 spins in the spinnet

o
&

20

Count cut of 100 samples

0 4 8 12

i I’;
Q £ 4 6

Number of B's

() 5 Bs are not unusual because 5 or less Bs hagga more than 90 samples out of :
() 5 Bs are not unusual because 5 or more Bs neplpe four samples out of 1!
() 5 Bs are unusual becals®s happened in only three samples out of
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() 5 Bs are unusual because 5 or more Bs happeradly four samples out of 100.
() There is not enough information to decide BSare unusual or not.

6. Based on your answers to questions 4 and 5, whabuld you conclude about whether or
not the spinner is fair? Why?
() This spinner is most likely fair because 2 Bd & Bs happened the most in the simulation.
() This spinner is most likely fair because 5esd Bs was not unusual in the simulation.
() This spinner is most likely unfair because Srmre Bs was rare in the simulation.
() This spinner is most likely unfair because $iraulation distribution seems skewed.
() We do not know whether or not the spinner isbacause the sample size of 10 is small.

7. Let's say the statistician did another computesimulation, but this time each sample
consisted of 20 spins. She calculated the proporti®f Bs in each sample (the number of Bs divided
by 20). How would you expect the distribution of tie proportion of Bs obtained from100 samples of
20 spins each to compare to the distribution of thproportion of Bs obtained from 100 samples of 10
spins each?

() The distribution of the proportion of Bs ford.8amples of 20 spins each would be wider becamse y
have twice as many spins in each trial.

() The distribution of the proportion of Bs for@.@epetitions of 20 spins each would be narroweabse
you have more information for each sample.

() Both distributions would have about the samétlwbecause the probability of getting each lett¢he
same whether you do 10 spins or 20 spins.

8. Which of the following results, 5Bs out of 10 spins or 1Bs out of 20 spins, provides the
stronger evidence that the spinner is not fair? Why?
() 10 Bs out of 20 spins, because larger samles less variability, so it is less likely to getenusual
result with a fair spinner.
() 5 Bs out of 10 spins, because smaller samgles larger variability, so it is more likely to gt
unusual result with a fair spinner.
() Both outcomes provide the same evidence bedaase is the same proportion of Bs (1/2) in eddhe
two samples.

Item 9 to 11 refers to the following situation:

A drug company developed a new formula for theadahe medication. To test the effectiveness sf thi
new formula, 250 people were randomly selected fadarger population of patients with headache8. 10
of these people were randomly assigned to reckeveew formula medication when they had a headache,
and the other 150 people received the old formw@dioation. The time it took, in minutes, for eactignt

to no longer have a headache was recorded. Thitssrésun both of these clinical trials are showrobe
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Distribution of NEW

Fraqusncy

Distribution of OLD

Frequency

Questions 9, 10, and 11 present statets made by three different statistics studefrbs.each statemer
indicate whether you think the student’s conclussowalid

9. The old formula works better. Two people who tok the old formula felt relief in less than
20 minutes, compared to none wo took the new formula. Also, the worst result near 120 minutes-
was with the new formula.

() valid
() Not valid

10. The average time for the new formula to relieva headache is lower than the averac
time for the old formula. | would conclude thatpeople taking the new formula will tend to feel rakf
on average about 20 minutes sooner than those takjithe old formula.

() Valid
() Not valid

11. We can't conclude anything from these data. Theumber of patients in the two groups is
not the same e there is no fair way to compare the two formula:

() valid
() Not valid

Question 12 and 13 refer to the followi

Four experiments were conducted to study the effeictwo different exam preparation strategies xane
scores. In each experimehglf of the subjects were randomly assigned tdegisaA and half to stratec
B. After completing the exam preparation, all sabje¢ook the same exam (which is scored from @)
in all four experiments. The four different expeeints were conductewith students who were enrolled
four different subject areas: biology, chemistrgyghology, sociolog
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12. Boxplots of exam scores for students in théolgipcourse are shown below on the left, anc
boxplots for the students in the chemistry courseoa the right. For each subject area, 25 studeerts
randomly assigned to either strategy A and udents were randomly assigned to strategy B. W
experiment, the one for the biology or the chemistiurse, provides the stronger evideagainsthe

claim, “neither strategy is better than the oth

Chemistry: N=50

Biology: N=50
F oo | g o - I
m | -] k
8 < o b-(]}-1= g < | | T
T I 1
0 20 40 80 BOD 100 0 20 40 &0 BOD 100
Score Score

() Biology, because scores from the Bicy experiment are more consistent, which makes ifferehce

between the strategies larger relative to the Céieynexperimen
() Biology, because the outliers in the boxplatstrategy A from the Biology experiment indicaterte is

more variabilityin score for strategy A than for strateg
() Chemistry, because scores from the Chemistpgixent are more variable indicating there areer

students who got scores above the mean in str&
() Chemistry, because the difference between #ximum and the minimum scores is larger in

Chemistry experiment than in the Biology experir

13. Boxplots of exam scores for students in the pdyology course are shown below on tt
left, and the boxplots for the students in the soclogy course areon the right. For the psychology
course, 25 students were randomly assigned to stesfy A and 25 students were randomly assigned
strategy B. However, for the sociology course 10€uslents were randomly assigned to strategy A an
100 students were randorty assigned to strategy B. Which experiment providethe stronger

evidence against the claim, "neither strategy is liger than the other"? Why?

Sociology (N = 100 for each boxplat)

- =+--{[]

Psychology (N = 25 for each boxplot)

o e

< =1

Sirategy

Sirategy

Scofa

() Psychology, because there appears to be a ldiffgrence between the medians in the Psycha

experiment than in the Sociology experime
() Psychology, because there are more outliestgrtegy B from the Psychology experiment, indicg

that strategy B did not work well in that cou
() Sociology, because the difference between theimum and rinimum scores is larger in the Sociolc

experiment than in the Psychology experin
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() Sociology, because the sample size is largdrarSociology experiment, which will produce a &
accurate estimate of the difference between thestredegie:

14. A random sample of 10 textbooks for different@urses taught at a University is obtained
and the mean textbook price is computed for the sapfe. To determine the probability of finding
another random sample of 10 textbooks with a mean one extreme han the one obtained from this
random sample, you would need to refer tc
() the distribution of textbook prices for all gsas at the Universii

() the distribution of textbook prices for thisngale of University textbook
() the distribution of men textbook prices for all samples of size 10 fthmUniversity

Questions 15 and 16 refer to the following situa

Four graphs are presented below. The first istsiloligion for a population of test scores. The mseore
is 6.57 and the standd deviation is 1.23. Please select an appropyiateh for each of the following tw

questions.
Population

60
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50

g - 1 = 3
§ = E o
2 2 &
P g
w T
8 | o
o - o

T T T T 1

2 4 B 8 0 12 14
=) &

L Graph B = Graph C

R e
& Foll
£ L
4 g "
w e 2
=1
o
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15. Which graph (A, B, or C) do you think represen$ a single random sample of 500 valu

from this population?
() Graph A

() Graph B
() Graph C
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16. Which graph (A, B, or C) do you think represents distribution of 500 sample means

from random samples each of size®

() Graph A
() Graph B
() Graph C

17. It has been established that under normal envdnmental conditions, adult largemouth
bass in Silver Lake have an average length of 12r&hes with a standard deviation of 3 inches.
People who have been fishing Silver Lake for somérte claim that this year they are catching
smaller than usual largemouth bass. A research grqufrom the Department of Natural Resources
took a random sample of adult largemouth bass fronSilver Lake. Which of the following provides
the strongest evidence to support the claim that #y are catching smaller than average length (12.3
inches) largemouth bass this year?

() A random sample of sample size of 100 withragla mean of 12.1.
() A random sample of sample size of 36 with aglarmean of 11.5.

() A random sample of sample size of 100 withragla mean of 11.5.
() A random sample of sample size of 36 with aglarmean of 12.1.

18. A university administrator obtains a sample othe academic records of past and present
scholarship athletes at the university. The admintsator reports that no significant difference was
found in the mean GPA (grade point average) for mal and female scholarship athleted?(= 0.287).
What does this mean?

() The distribution of the GPAs for male and feenstholarship athletes are identical except for @8of

the athletes.

() The difference between the mean GPA of malelscship athletes and the mean GPA of female
scholarship athletes is 0.287.

() There is a 28.7% chance that a randomly chossa and a randomly chosen female scholarshiptathle
will have significantly different GPAs assuming thiaere is no difference.

() There is a 28.7% chance of obtaining as lardarger of a mean difference in GPAs between raate
female scholarship athletes as that observed isgdhmle assuming that there is no difference.

Questions 19 and 20 refer to the following
A researcher investigates the impact of a partidudabicide on fish. He has 60 healthy fish andicenly

assigns each fish to either be exposed or not pesexl to the herbicide. The fish exposed to thkitide
showed higher levels of an enzyme associated \aitloear.
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19. Supposeao statistically significant difference was found between the two groups of fist
What conclusion can be drawn from these result:
() The researcher must not be interpreting theltesorrectly; there should be a signint difference.
() The sample size may be too small to detecatssttally significant differenc
() It must be true that the herbicide does nosediigher levels of the enzyr

20. Suppose statistically significant difference was found betweerthe two groups of fish. What
conclusion can be drawn from these result:

() There is evidence of association, but no caeffatt of herbicide on enzyme lev

() The sample size is too small to draw a validatosion

() He has proven that the hecide causes higher levels of the enzyme.

() There is evidence that the herbicide causdsehilpvels of the enzyme for these f

Questions 21 and 22 refer to the followi

Data are collected from a research study that coespthe times to comple a task for professionals wi
have participated in a new training program withfguenance for professionals who haven't particigaie
the program. The professionals are randomly asgdigmene of the two groups, with one group recej
the new trainig program (N=50) and the other group not receitirggtraining (N=50

For each of the following pairs of graphs, selecappropriate action that you would need to do te
determine if there is a statistically significaiffetence between the tring and no training grouy

21.

Training

Mo Training —_—t —

e ——

20 ] 40 50 2

() Nothing, the two groups appear to be statiljicignificantly different
() Conduct an appropriate statistical test foiffexence between grou

22.

Training

Mo Training — L —

———-——-—— e —————
20 k1] a0 (1] T0 a0 90 100
Time

() Nothing, the two groups appear to be statilljicsignificantly different.
() Conduct an appropriate statistical test foifeexence between grou
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23. A student participates in a Coke versus Pepsi tastest. She correctly identifies the sod
seven times out of ten tries. She claims that thipoves that she can reliably tell the differenc
between the two soft drinks. You are not sure thashe can make this claim. You want to estimate tt
probability that a student who cannot reliably tell the difference between the two soft drinks coul
get at least seven right out of ten tries, just by guessin

You decide to follow a procedure

1. Simulate a chance process in which you specityet probability of making a correct guess on eac
trial.

2. Repeatedly generate ten cases per trial from thiprocess and record the number of correc
outcomes in each trial.

3. Calculate the proportion of trials where the nunber of correct guesses meets a specified criteris
In order to run the procedure, you need to decidemthe value for the probability of making a
correct guess, and specify the criterion for the nmber of correct guesses

Which of the options below would provide a reasondb approach to simulating data in order to
determine the probability of anyone getting sevenu of ten tries correct just by chance alone

() Specify the probability of a correct guess @%5and calculate the proportion of all trials watkactly
seven correct guesses.

() Specify the probability of a correct guess @%5nd calculate the proportion of all trials wséven or
more correct guesses.

() Specify the probability of a correct guess @%7and calculate the proportion of all trials wétkactly
seven correct guesses.

() Specify the probability of a correct guess @%7and calculate the proportion of all Is with seven or
more correct guesses.

Questions 24 to 26 refer to the following situat

A research question of interest is whether findninzentives can improve performance. Alicia desigja
study to test whether video game players are llikely to win on a certain video game when offeeefil5
incentive compared to when simply told to "do ybast." Forty subjects are randomly assigned tood
two groups, with one group being offered $5 foria and the other group simply being told"do your
best." She collected the following data from hedgt

85 incentive | “Do your best” | Total

Win 16 8 24
Lose 4 12 16
Total 20 20 4

It looks like the $5 incentive is more succesdfigirt the encouragement. The difference in success ae
a proportion is: 16/20 8/20 = 8/20 = 0.4l
In order to test whether this apent difference might be due simply to chance, siesdhe following
e She gets 40 index cards. On 24 of the cards sliestmin" and on 16 she writes "los She then
shuffles the cards and randomly places the catddwo stacks. One sts represent"$5
incentive" and the other "verbal encouragem: For this simulation, she computes the obse
difference in the success rates by subtractingticeess rate for the simulation's "$5 incent
group from the success rate of the simulation's YDar Best" (verbal incentive) grot
e She repeats the previous two steps 100 t
¢ She plots the 100 statistics she observes frone tinieds
The following shows a distribution of simulated al#tat Alicia generated from her 100 trials anddutsx
test her research question:
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24. What is the null model (null hypothesis) that Acia's data simulated®.

() The $5 incentive is more effective than vedratouragement for improving performar
() The $5 incentive and verbal encouragement quelly effedtive for improving performanc
() Verbal encouragement is more effective thas m$entive for improving performant

25. What is theP-value for her observed result? Use this distributio to estimate theP-value.

26. What does the distribution tell you about the fipothesis that $5 incentives are effectiv
for improving performance?

() The incentive is not effective because the digfribution is centered at
() The incentive is effective because null distribution is centered at O.
() The incentive is not effective because t-value is greater than .05.
() The incentive is effective because tl-value is less than .05.

Questions 27 to 30 refer to the followi

Does coaching raise collegemission test scores? Because many students dughent on a second t
even without coaching, a study looked at a randampe of 4,200 students who took the coll
admissions test twice. Of these, 500 took a cogotmurse between their two atteis at the colleg
admissions test. The study compared the averagesise in scores for students who were coache@
average increase for students who were not coe

27. The result of this study showed that while theoached students had a largeincrease, the
difference between the average increase for coachedd nol-coached students was not statisticall
significant. What does this mean
() The sample sizes were too small to detectediffierence between the coached an«-coached
students.

() The observed difference between coached ar-coached students could occur just by chance ¢
() The increase in test scores makes no differ@ngetting into college since it is not statislige
significant.

() The study was badly designeecause they did not have equal numbers of coaattbda-coached
students.
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28. The study doesn't show that coaching causes reater increase in college admissions test
scores. Which of the following would be the most pisible reason for this?
() The not-coached students used other effectawgswo prepare.
() The number of 4,200 students is too few to deaedifference.
() More students were not coached than were cdache

29. The report of the study states, "With 95% confidace, we can say that the average score
for students who take the college admissions testsacond time is between 28 and 57 points higher
than the average score for the first time." By "95%confidence" we mean:

() We are certain that 95% of all students witlrease their score by between 28 and 57 points for
second test.

() We are certain that 95% of all students in& sample will increase their score by between 2870
points for a second test.

() We are certain that 95% of all students whe tile college admissions test would believe the
statement.

() We are 95% certain that the average increaseliege admissions scores is between 28 and %ifspoi

30. If we want to be 99% confident that the differene between average scores for the first
and the second tests is between 28 and 57 points range of values in the interval would be:
() Wider, because higher confidence requiresgefamargin of error.
() Narrower, because higher confidence requirgsaler margin of error.
() Exactly the same width as the range for the @6%fidence interval.

31. A sportswriter wants to know how strongly footfall fans in a large city support building
a new football stadium. She stands outside the cwent football stadium before a game and interviews
the first 250 people who enter the stadium. The nespaper reports the results from the sample as an
estimate of the percentage of football fans in theity who support building a new stadium. Which
statement is correct in terms of the sampling methd?
() This is a simple random sample. It will giveaaturate estimate.
() Because the sample is so small, it will noegin accurate estimate.
() Because all fans had a chance to be asked| give an accurate estimate.
() The sampling method is biased. It will not gare accurate estimate.

32. A study of treatments for angina (pain due todw blood supply to the heart) compared
the effectiveness of three different treatments: yass surgery, angioplasty, and prescription
medications only. The study looked at the medicaleicords of thousands of angina patients whose
doctors had chosen one of these treatments. The easchers concluded that 'prescription
medications only' was the most effective treatmeriiecause those patients had the highest median
survival time. Is the researchers' conclusion valid
() Yes, because medication patients lived longer.

() No, because doctors chose the treatments.
() Yes, because the study was a comparative ewpati
() No, because the patients volunteered to beestud

33. An engineer designs a new light bulb. The premiis design had an average lifetime of
1,200 hours. The new bulb design has an estimateafitime of 1,200.2 hours based on a sample of
40,000 bulbs. Although the difference was quite sriathe mean difference was statistically
significant. A significant result for such a smalldifference would occur because:
() The new design had more variability than thevjgrus design.
() The sample size for the new design is verydarg
() The mean of 1,200 for the previous designrigda

280



34. Research participants were randomly assigned take Vitamin E or a placebo pill. After
taking the pills for eight years, it was reported low many developed cancer. Which of the following
responses gives the best explanation as to the poge of randomization in this study?

() To reduce the amount of sampling error thatlegppen if the subjects are not randomly assigned.
() To ensure that all potential cancer patientsdraequal chance of being selected for the study.

() To produce treatment groups with similar cheastics

() To prevent skewness in the results.

Quiz Score

Note: Answer key is shown in Appendix K.
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Table J-1

Appendix J

Expert Review on Preliminary Assessment

Comments of Reviewers

Rationale for

ltems Rater Comments Change Made Change
4 Internal Remove this item: | could argue for why each respaa correct. All of the responsesItem was not
Reviewer have all its own removed since we
argument. All need to see
options could be students’ actual
correct. reasoning.
5 Rater 1 The distracters seem to be very impléudiight need to have pilot testing Changed to free-
using a free-response format. response question
Internal “I'like this item. However, | would delete the amti A. It is not a statement of Agreed The option A
Reviewer a probability model. It is a statement about a @i for the trials, which is removed.
part of the simulation. Also, in the simulationuywould want the trials to be
independent, so it is a correct statement abowithelation”
6 Internal The question is reworded after discussion. The ghavas made because weAgreed Use of ‘computer
Reviewer decided that students did not quite understandtbaimulate the data. simulation’ rather

than ‘spin more
times

(cont.)




Items

Rater

Rationale for
Comments Change Made

Change

Table J-1, cont.

7

10

11

Rater 1

Internal
Reviewer

Internal
Reviewer

Rater 1

Rater 3

Internal
Reviewer

Internal R

Should have another option which saysdaét know whether the spinner Agreed
is fair or unfair because...”. In this question, yaa setting up two
competing hypotheses with the implication that ohthem must be accepted
but with hypothesis testing all you can do is havielence against the null
(chance alone explanation). If you have no evideyzenst the null then the
two hypotheses remain standing. In other wordsdmnot know whether the
spinner is fair or unfair.

Minor wording changes made mostly for the respam®ns made from
student interview.

Minor changes to be aligned with item 6.

Wording clarification: in option B, include.on average about 20 minutes Agreed
sooner than”

| like that the sample sizes are not equal.

Item adapted from CAOS. In CAOS, we have theseragpitems, and the  Decided to pilot with
student indicates if they think each statementabdvor Invalid. You get three separate items.
more information about the students’ thinking itijoave them respond to the

validity of each statement. You could also thenitaesingle score based on

their responses to all three items provides mdgrimation than a separate

score for each item

Minor wording changes mostly for teeponse options made from student
interview.

Added another
option, “We do not
know whether or
not the spinner is
fair”.

Usecofmputer
simulation’ rather
than ‘spin more
times

Included

Item separated to
three.

(cont.)
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Items

Rater

Rationale for

Comments Change Made

Change

Table J-1, cont.

12

13

20

21
23
26

27

28

Rater 2

Internal R

Rater 3

Rater 1

Rater 3
Rater 3

Rater 1

Rater 1

Rater 1

Rater 3

On what informal inference basis arerpaking a claim? | would pick ‘A’
using my heuristic.

Minor wording changes mostly for thep@sse options made from student
interview.

This is a clunky problem. Do you needdd “of size 25" to part? Agreed
You need to give the sample sizes ftr pups and state what the time is Agreed
measuring. As you state you are comparing two ggaipce these people are

probably volunteers not samples from populatiotte Barning goal needs to
include this idea.

What if n=3 in both groups? Need toatd more guidance. Agreed
This is lovely.

You might want to say “observed diffeefrand “chance alone” for option Agreed
B.

Not quite sure if this item is assesHiiglearning goal. Part of the problem
may be that the result was not statistically sigaiit.

Option C should be reworded to bettptura ideas about population Agreed
differences
Wording of option C is clunky and imprecis Agreed

Decided to leave
the original
question and see
how students are
responding in
think-aloud.

Added

Sample size was
included.

Learning goal was
modified.

Sample size added

Option B modified

Option ¢ modified

Option ¢ modified
(cont.)
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Rationale for
ltems Rater Comments Change Made Change

Table J-1, cont.|

29 Rater 3 Wording comments Modified

30 Rater 3 Commented about many possible waysttdifjierent answers depending onAgreed Item removed
the proportion of being contaminated of eggs sadhple

31 Rater 3 Do not think this item gets at the leaymgoal. Agreed Item removed

33 Rater 3 Binomial is less variable when p iselws0 or 1. Therefore, big differences Agreed Item removed

in true proportions could trump sample size.

36 Rater 3 | continue to be puzzled why studeat@tsuch a problem with this item.

Note Comments of Reviewers: The internal expert’'s cemt® were conducted for the revised items fromeitpert review process and student think-
alouds.



Table K-1

Appendix K

Reasoning Statement and Expert’'s Enacted Reasoning

Reasoning statement (intended reasoning) in AIRS-1

Correct
Item # Answer Intended Reasoning
1 D Since it is reported 70 % chance of raining,ittterval for the
Forecast population proportion of raining should include 70%
2 B The proportions of the brown candies in ten casdaill be more
Brown candies closely clustered to the mean proportion (.5) fa® $amples than for
10 samples because smaller samples tend to hayes lariability.
3 A If the spinner is fair, the number of lettersrzglanded would be
Spinner 1: How equally likely. Since there are four possibilitieach of the letters has
many B’s you the equal chance of a quarter—about two or thraes gt of 10.
expect
4 A The null hypothesis is the one that will happesuaning the spinner is
Spinner 2: Null fair: each letter has an equal change of a quarter.
model
5 D 5 Bs out of 10 spins is unusual if the spinndais because from the
Spinner 3: distribution of 100 samples, there are only 4 cagesre 5 Bs or more
distribution of 100 Bs happened out of 10 spins.
samples
6 C This spinner is not fair because from the distidn above we observed
Spinner 4: that 5 Bs out of 10 spins happened only 4 timeswvthe spinner is fair.
Is the spinner fair?
7 B The distribution of the proportion of Bs obtairfedm 100 samples of
Spinner 5: 20 20 spins would be narrower because there woulédsevariability in a
samples larger sample size.
8 A Since the 100 samples of 20 spins have narroiggilaltion than 10
Spinner 7: which spins, it would be less likely to get an unusualtewith a fair spinner.
one is the stronger Therefore, 100 samples of 20 spins would be tlongér evidence to
evidence? support that the spinner is not fair.
9 B Invalid. We need to see in which groeipunkof people have less time
A drug company 1 to get relief. This statement focuses only on sofrtee data, not about
the general tendency of the data. (Students arecéaqh to see the data
as aggregates not as individual data)
10 A Valid because the average time for the new foengubup is larger.

A drug company 2

(cont.)
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Correct
Item # Answer

Intended Reasoning

Table K-1, cont.

11 B
A drug company 3

12 A
Exam strategy 1

13 D
Exam strategy 2

14 C
Textbook
15 A

A single random
sample of 500

16 B
500 sample means

17 C
Silver Lake fish

18 D
GPA

19 B
Herbicide to fish:

no statistical

significance

20 D
Herbicide to fish:

a statistical

significance

21 B
Training vs. No-

training with

overlaps

Invalid. Although the sample sizes are differfemttwo groups, we can
make a conclusion because both sample sizes dseldage.

The sample size and mean difference between trategies look the
same in Biology and Chemistry. However, Biology hasrower
distribution meaning it has smaller variability th@hemistry. This
indicates that the difference between two groupsdgse consistent (or
reliable), so it has stronger evidence that theeedifference between
two groups.

The variability and a difference between two telgées look similar in
Psychology and Sociology. However, Sociology hisger sample
indicating the sample of Sociology is more représtare to the
population.

Since we want to know how expensive the sampRbdéxtbooks is,
we need a sampling distribution of all samplesizé 5 from the
population (university).

A single random sample of 500 values would beasgntative of a
population.

A distribution of 500 sample means would folldve tCentral Limit
Theorem—normally distributed centered to the mésss variability.

The smaller sample and the larger the sampletsizestronger
evidence.

Interpretation of the p-value of 28.7%.

It is possible that a statistical testing coutd capture the observed
difference because of small sample size.

Since the fish were randomly assigned to two gspwe can make a
causal inference from the statistical significaguit.

Since there is an overlap between two group)eeel to do a statistical
test to see if the difference indicatestatistically significant difference

(cont.)
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Correct

Item # Answer Intended Reasoning

Table K-1, cont.

22 A Since there is no overlap between two groupscaveconclude that

Training vs. No- there is a significant difference.

training without

overlaps

23 B The probability of guessing is 50% and what weesteed in our sample

Coke vs. Pepsi is seven out of ten. Therefore, 50% of chance wbealthe probability
of specification and calculate the proportion dtéls with seven or
more correct guesses.

24 B The null model is one that we have the resuttlpyschance. Therefore,

Alicia, null model null model here is that there is equally likelyegtiveness.

25 BorC Since we have found four times out of 10@metthe cases are greater

Alicia, p-value than the observed proportion of 0.4, the p-valu@@8 (or 0.04 if we
consider both sides).

26 D Since the p-value is less than 0.05, we rejexthtill. The incentive is

Alicia, conclusion effective.

27 B Since the sample size is large enough and thasene significant

coaching — no difference between two groups, the observed diffeeecould happen

statistical just by chance alone.

significance

28 A Since there was no random assignment for treatraeg confounding

coaching — factors could’'ve have impact on the observed result

statistical

significance

29 D The confidence interval indicates the range ofeéase score in a second

95% ClI test for the population. This gives us the degfezedainty.

30 A If the confidence level increases, the margiembr increases.

Range of 99% CI Therefore, the range of values gets wider.

31 D This is a biased sampling because the sampl@lgpado went to the

sports writer football stadium) is not representative to a pofita

32 B This is an experiment with no random assignmiemé conclusion is

angina not valid because the doctors chose the treatmeups.

33 B Since the sample size is very large, even a svhakrved difference

bulb could result in a statistically significant differee.

34 C The purpose of random assignment is to have efpaahcteristics for

Vitamin vs. both of treatment group and control group.

placebo
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Table K-2

A Script from an Expert’s Think-aloud

Items

Enacted Reasoning
Intended Reasoning (expert’s reasoning)

Item 5:

The null hypothesis is the one that Since we have 10 spins, and we want to

Spinner 3: Null happened if the spinner is fair. have a probability model, and we want to

model

Iltem 9-11: A
drug company

Item 10.

Item 11.

ltem 12-13.
Biology and
Chemistry:

Iltem 12.

count the number of B’s, based on the
set-up of the spinner, it looks like each
letter has equal probability of being
chosen, and because it’s fair. The
probability model is gonna be based on
the fair spinner. Each letter would have to
have equal probability. If | would spin the
fair spinner ninety times, not just ten.
This fair spinner in the long run, the
probability of each letter would come out
to be about one quarter.

Invalid. We need to see in which group This statement is not valid. Because it
chunkof people have less time to get  looks to me like...if you look at the
relief. This statement focuses only on  overall shape of this data, the overall
some of the data, not about the general average of old formula would be larger

tendency of the data. (Students are than the overall average of the new
expected to see the data as aggregates fiotmula, which means that the new
as individual data) formula works better.

Valid because the average time for the | agree with the first statement. And on
new formula group is larger. average makes sense to me. So | would
say it's valid.

Invalid. Although the sample sizes are That is not valid. Two groups were
different for two groups, we can make a chosen randomly, the number of samples
conclusion because both sample sizes ais fairly large, so | think we can make
fairly large. some conclusion on the comparison.

Since the sample size and a difference In both of the box plots, the boxes
between two samples look the same, weoverlap quite significantly. And the tails
need to look at the distribution of two.  are also overlap. The chemistry, there are
Biology has narrower distribution same amount of variability between two
indicating that the difference between twatrategies. And the biology, there are less
groups is more consistent (or reliable), svariations than the chemistry for both
it has stronger evidence that there is a strategies. So | would say the less
difference between two groups. variability means the scores are more
consistent in Biology. Given that the
difference between two strategies is
almost the same in two groups (Biology
and Chemistry) the less variability gives
stronger evidence against the claim.

(cont.)
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Items

Intended Reasoning

Enacted Reasoning
(expert’s reasoning)

Table K-2, cont.

Item 18.

Item 19.

Item 20.

Iltem 24-26.

Iltem 25

Item 26

Iltem 27.

Item 28.

Interpretation of the p-value of 28.7%.

If there is no statistical difference
between two groups of fish in an
experiment where they found some

It's basically asking about the definition
of p-value. So | would say D is the
correct answer.

| don't think it's A because they say that
it is statistically significant. | would say
B is correct: the same size is sixty. If we

difference, it could be because of a smalhave more fish, he could have better idea

sample size.

If there is a statistical difference begw
two groups of fish in an experiment with
random assignment, it indicates that we
have evidence of causation.

The null model is one that we have the
result just by chance. Therefore, no
improvement with $5 incentive.

Since we have found four times out of

of what the difference of two groups, it
might tell better.

| did random assignment. So, not A.
Possible for B, but he found significant
difference, so not B. | would say D
instead of C. because the idea of having
evidence causes higher levels of the
enzyme given that we used the random
assignment. Even so, we couldn't say we
could prove something.

Her null model is based on the fact that
they are equally effective. So, | would
say the answer is B showing both of the
groups are equally effective for the
performance.

She’s taking the difference between. | see

100 which is great than 0.4, the p-value ithat she only cares one-sided where or

0.03 (or 0.04 if we consider both sides)

Since the p-value is less than 0.05, we
reject the null. The incentive is effective.

not there is improvement. So, it's three
out of 100.

Since the p-value is less than 0.05, so |
would say the incentive is effective.

Since the sample size is large enough ahdiould say sample size is fairly large, so

there was no significant difference

A is not the answer. | would say B,

between two groups’ scores, the observdaecause we did see a difference but it

difference could happen just by chance
alone.

This is an experiment study with no
random assignment. If there was not a
significant difference between two
groups, it could be because any
confounding factors were not controlled.

wasn'’t significant. That means that
happened just by chance alone even if
coaching really has not any effect.

| would say that there are any effective
ways to prepare for the not-coached
students. That makes the most sense to
me.

(cont.)

290



Items

Enacted Reasoning
Intended Reasoning (expert’s reasoning)

Table K-2, cont.

Item 29.

Item 33.

Item 34.

The confidence interval indicates the  95% CI means just D. this is about the
range of increase score in a second test definition of confidence interval.

for the population. This gives us the

degree of certainty.

Since the sample size is very large, the | would say the answer is B, because with

small observed difference could be huge sample size like this we can get a
compensated to be statistically significant result even with a tiny
significant. difference between two groups.

The purpose of random assignment is taThis is basically asking about the purpose

control any confounding factors by of random assignment. If you are
having all subjects be selected with an randomly assigning the people to two
equal chance. groups, Vitamin and placebo, we can

even out the systematic difference
between them. So B is the most plausible
answer because this way (random
assigning) any difference within or
between groups can be controlled.

Note The think-aloud with an expert was conducted keetbe ' cognitive interview.
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Appendix L

Reliability Analysis from Pilot Testing

ltem Standardized Alpha Polyserial Correlation
1 0.82 0.86
2 0.83 0.84
3? NA NA
4 0.84 -0.27
5 0.82 0.9
6 0.84 0.53
7 0.83 0.61
8 0.83 0.63
9? NA NA
10 0.83 0.54
11 0.83 0.71
12 0.83 0.37
13 0.84 0.12
14 0.83 -0.12
15 0.82 0.66
16 0.82 0.59
17 0.83 0.59
18 0.83 0.65
19 0.84 0.18
20 0.84 0.03
21 0.83 0.51
22 0.84 0.12
23 0.84 0.27
24 0.83 0.31
(cont.)
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ltem Standardized Alpha Polyserial Correlation

Table L, cont.

25 0.84 0.21
26 0.84 0.29
27 0.82 0.77
28 0.83 0.74
29 0.84 -0.14
30 0.83 0.53
31 0.83 0.77
32 0.82 0.64
33 0.82 1

34 0.84 0.56

Total standardized alpha = 0.84

4tem 3 and item 9 have perfect correct score, sfficeent alpha and item-total correlation are not
available.
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Note: The lower diagonal presents Likelihood R&fcstatistic for each pair of 34 items. The uppegdi@l shows Cramer’s V.

Appendix M

LD Indexes of AIRS Items

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Qs Q9 QI0 Qi1 Q12 Q13 Q14 QINI6 Q17 Q18 Q19
Q1 005 002 003 002 003 005 002 004 001 020. 000 004 001 003 002 004 002 005
Q2 515 004 005 001 004 019 001 007 008 050. 001 003 002 003 001 004 001 004
Q3 087 -2.90 008 003 003 006 002 002 003.040 002 003 003 003 003 003 004 003
Q4 181 -411 13.78 003 001 004 004 003 00002 001 000 003 001 003 004 005 002
Q5 -088 010 -1.31 -1.59 007 002 001 002 001004 004 001 003 000 004 002 003 001
Q6 -126 239 -1.65 -023 9.33 001 004 003 400002 001 004 002 001 004 002 005 003
Q7 565 6960 -602 -2.80 -058 -0.05 0.09 007 090. 005 003 003 001 003 001 008 002 002
Q8 092 -014 098 -284 020 -3.34 16.76 004 100001 000 000 005 003 002 004 002 002
Q9 -369 934 092 143 -072 ~-1.33 -10.05 -2.58 011 006 004 005 003 003 002 002 006 002
Q10 007 -13.82 -142 -129 038 -355 -1544 -0.283.88 020 003 003 005 001 001 004 004 100
Q11 -0.64 -499 291 -056 -3.86 -0.86 -5.68 -0.246.43 81.22 002 005 002 004 002 005 001 040.
Q12 001 -007 110 026 -300 026 -1.68 -0.01 782. -155 -1.13 006 001 001 001 002 002 001
Q13 298 -1.34 141 002 005 -242 -1.86 001 142-202 -548 6.23 001 006 004 007 004 001
Q14 031 057 -204 -124 -200 085 014 -393 201 -406 -0.72 011 0.23 003 005 003 003 007
Q15 166 231 -150 -019 -001 015 -122 -211 941 -013 271 038 612 161 017 004 003 100
Q16 098 007 128 -160 -257 -361 -027 -1.10 940 -0.20 ~-1.01 005 -3.72 565 56.06 0.01  0.02 000.
Q17 262 -341 219 -3.06 -042 -0.70 -11.13 025-0.89 -2.62 -410 -0.45 10.19 -2.07 -3.12 0.0 020 001
Q18 093 -007 -339 -478 208 431 -062 -0.766.6: -3.88 039 -043 -243 127 161 097 070 010.
Q19 -415 -318 -132 108 005 -134 -076 -0910.76 011 -317 018 -024 -869 -0.36 001 -0.39 280



Q1®)16

Q17

Q18

Q19
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Q20
Q21
Q22
Q23
Q24
Q25
Q26
Q27
Q28
Q29
Q30
Q31
Q32
Q33
Q34

-0.20 523. 0.43

-11.14

-0.53

-0.10

-0.40

0.92

-0.45

-0.16

-1.65
-2.55

-5.94

-0.06

1.51
5.97
1.50

-0.03

.015

981.

-1.84

5.24 021.
-2.352.23
0.44 .863
-3.11 .190

-1.040.47

-5.620.20

-0.52 261.

38.0 -0.10

0.430.05

-7.620.32

-3.230.41

-5.59 .135

-3.43

-1.29

0.5

-4.94
152
-0.03
0.60
-0.43
7.21
-1.29
-0.04
-5.97
-0.35
0.16
0.35
0.61

5.27

-4.30
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Q20 Q21 Q22 Q23 Q24 Q25 Q26 Q27 Q28 Q29 Q30 Q31 2 Q3 Q33 Q34
Q1 0.05 0.03 0.02 0.03 0.04 0.01 0.05 0.03 001 500 005 0.03 0.01 0.01 0.02
Q2 0.05 0.03 0.03 0.04 0.03 0.02 0.04 0.03 004 200 003 0.06 0.01 0.02 0.02
Q3 0.02 0.02 0.08 0.04 0.04 0.02 0.02 0.04 005 400 002 0.03 0.02 0.04 0.08
Q4 0.00 0.02 0.05 0.03 0.04 0.01 0.02 0.02 005 300 002 0.02 0.04 0.01 0.02
Q5 0.02 0.05 0.02 0.06 0.01 0.03 0.00 0.01 001 500 0.00 0.05 0.01 0.02 0.01
Q6 0.02 0.01 0.02 0.02 0.01 0.08 0.05 0.00 001 100 002 0.02 0.04 0.03 0.09
Q7 0.06 0.09 0.07 0.00 0.02 0.01 0.05 0.02 000 300 0.04 0.04 0.03 0.02 0.02
Qs 0.04 0.05 0.00 0.01 0.02 0.00 0.04 0.01 001 500 003 0.04 0.03 0.02 0.01
Q9 0.04 0.03 0.02 0.04 0.07 0.08 0.03 0.07 005 300 007 0.03 0.03 0.06 0.10
Q10 0.01 0.04 0.03 0.02 0.04 0.07 0.03 0.02 001 030. 0.04 0.05 0.05 0.04 0.05
Q11 0.01 0.02 0.02 0.01 0.03 0.02 0.00 0.05 0.07 010. 0.04 0.07 0.09 0.05 0.01
Q12 0.03 0.01 0.00 0.02 0.01 0.01 0.02 0.01 0.02 020. 0.05 0.02 0.06 0.00 0.05
Q13 0.01 0.01 0.01 0.02 0.02 0.00 0.02 0.08 0.07 020. 0.05 0.01 0.01 0.06 0.04
Q14 0.01 0.04 0.05 0.01 0.02 0.04 0.00 0.01 002 050. 001 0.02 0.02 0.04 0.01
Q15 0.01 0.02 0.00 0.03 0.00 0.03 0.02 0.03 005 010. 001 0.02 0.04 0.02 0.04
Q16 0.08 0.02 0.01 0.01 0.02 0.02 0.01 0.03 0.04 060. 001 0.03 0.06 0.03 0.00
Q17 0.05 0.03 0.02 0.04 0.02 0.05 0.02 0.05 0.06 020. 0.6 0.03 0.04 0.03 0.05
Q18 0.02 0.03 0.04 0.01 0.02 0.01 0.03 0.04 001 010. 001 0.03 0.01 0.02 0.05
Q19 0.05 0.03 0.00 0.02 0.02 0.06 0.03 0.01 0.06 0.01 001 010 0.2 0.05 0.05
Q20 0.04 0.04 0.03 0.04 0.06 0.03 0.02 0.01 0.04 002 .030  0.09 0.02 0.03
Q21 2.50 0.40 0.03 0.02 0.02 0.03 0.05 0.02 0.03 0.06 0.02 003 .030 005
Q22 3.28 311.87 0.04 0.03 0.02 0.00 0.08 0.01 0.01 0.04 0.01 003 .000 0.07
Q23 -1.37 217 -2.58 0.02 0.03 0.00 0.02 001 200 0.05 0.09 0.02 0.01 0.02
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Q20 Q21 Q22 Q23 Q24 Q25 Q26 Q27 Q28 Q29 Q30 Q31 2 Q3 Q33 Q34
Q24 -3.20 0.82 -1.42 0.88 0.01 0.01 0.05 0.01 0.03 0.01 0.08 0.02 0.05 0.02
Q25 -6.21 -1.18 -1.18 146  -0.24 0.14 0.00 0.04 0.01 0.02 0.08 0.01 0.01 0.06
Q26 1.38 1.39 0.01 001 -0.29 38.38 0.03 0.01 0.04 0.06 0.01 0.02 0.03 0.01
Q27 0.88 -5.08 -11.45  0.65 439 0.03 -1.85 0.22 0.06 001 003 0.00 0.03 0.00
Q28 0.13 0.45 -0.12 -0.07 0.18 -3.37 -0.20 92.21 0.01 0.04 002 0.04 0.07 0.01
Q29 3.17 2.02 0.26 -0.50 211 0.21 298 -7.76 0.41 000 001 0.00 0.03 0.00
Q30 -0.60 -6.03 -3.21 -4.88 -0.24 -0.48 -8.01 0.07 3.32 -0.03 0.03 0.04 0.03 0.04
Q31 1.64 -1.16 -0.11 -16.80  -12.34  -1382  0.20 714 -0.86 0.18 1.69 0.04 0.02 0.07
Q32 -17.05  -1.59 -1.51 -1.08 0.56 0.40 1.01 004 582  -0.03 2.37 2.49 0.01 0.06
Q33 -0.68 -1.36 0.00 0.25 491 0.28 -1.56 -1.23 520 -1.56 -1.64 -0.52 -0.16 0.02
Q34 -1.79 -4.11 -9.68 0.44 1.01 7.99 -0.38 -0.02 260. -0.01 3.34 -9.64 5.91 -0.49
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Appendix N
Development of a Preliminary Version:

Item Changes Made from Existing Instruments

Item
Numbers in
Preliminary
Version
AIRS Item Source and Original Item Changes MadeRatibnale for Change
1 Konold and Garfield (1993), as adapted from A&83, problem 5.1.1, p. 111 No change
2 Context adapted from CAOS item 17. Item was revised by the author to ask:
- Understanding the nature and behavior of
sampling variability
- Understanding sample to sample variability
- Taking into account sample size in association
with sampling variability
3'9. CATALST project (ongoing validation) items: The scenario of the items was adopted and
Spinner [Context omitted] revised. The items were revised to MC types. The
problem Q. How could you decide which person is correctpl&r. items were created by the author and delMas.
Q. Did you use technology to answer this questlbs® please describe what
you used.
Explain what you think this p value suggests atvdutther or not the spinner is
fair?
Q. Do you think this result would produce the sanalue of 0.08 as before, or
a higher

p-value, or a lower one? Explain your reasoning.
Q. Did you use technology to answer questions&82df so please describe what
you used. (cont.)




Item

Numbers in
Preliminary
Version
AIRS Item Source and Original Item Changes MadeRatibnale for Change
Table N, cont.
10 CAOS item 11- 13: [Context omitted] The original three items in CAOS was merged to

11. The old formula works better. Two people whoktthe old formula felt relief
in less than 20 minutes, compared to none who tie®kew formula. Also, the
worst result - near 120 minutes - was with the fezmula.

a. Valid.
b. Not valid.

12. The average time for the new formula to reliaveeadache is lower than the
average time for the old formula. | would concludat people taking the new
formula will tend to feel relief about 20 minutesoser than those taking the old
formula.

a. Valid.

b. Not valid.

13. I would not conclude anything from these d@tee number of patients in the
two groups is not the same so there is no fair twaypmpare the two formulas.
a. Valid.

b. Not valid.

56¢

11,12 Context adapted from CATALST project (ongoiualidation)
Items crested by Robert delMas on the topic of Caning two samples from two
populations

one item.

(cont.)




Item

JOE

Numbers in
Preliminary
Version
AIRS Item Source and Original Item Changes MadeRatibnale for Change

Table N, cont.

13 ARTIST topic scale (Sampling Variation) item 4: 14. A random sample of 10 textbooks for different
A random sample of 25 college statistics textbo&gs is obtained and the courses taught at a University is obtained, and the
mean price is computed. To determine the probglmfifinding a more extreme mean textbook price is computed for the sample.
mean than the one obtained from this random samplewould need to refer  To determine the probability of finding another
to: random sample of 10 textbooks with a mean more
a. the population distribution of all college stéitis textbook prices. extreme than the one obtained from this random
b. the distribution of prices for this sample ofiege statistics textbooks. sample, you would need to refer to:

c. the sampling distribution of textbook prices farsemples of 25 textbooks  a. the distribution of textbook prices for all

from this population. courses at the University.
b. the distribution of textbook prices for this
sample of University textbooks.
c. the distribution of mean textbook prices for all
samples of size 10 from the University.

14, 15 CAQS 34, 35 No change

(cont.)
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Item

Numbers in
Preliminary
Version
AIRS Item Source and Original Item Changes MadeRatibnale for Change

Table N, cont.

16 CAOS 32: Used the same context but modified in wording
[Context omitted] A research group from the Depamibof Natural Resources and alternatives:
took a random sample of 100 adult largemouth brass Silver Lake and found 17.[Context omitted] Which of the following
the mean of this sample to be 11.2 inches. Whichefollowing is the most provides the strongest evidence to support the
appropriate statistical conclusion? claim that they are catching smaller than average
a.The researchers cannot conclude that the fisbrnaatler than what is normal length(12.3 inches) largemouth bass this year?
because 11.2 inches is less than one standardidavimm the established a. A random sample of a sample size of 100 with a
mean (12.3 inches) for this species. sample mean of 12.1.
b. The researchers can conclude that the fishnaadles than what is normal b. A random sample of a sample size of 36 with a
because the sample mean should be almost idetttitta¢ population mean with sample mean of 11.5.
a large sample of 100 fish. c. A random sample of a sample size of 100 with a
c. The researchers can conclude that the fish ardesrttzn what is normal sample mean of 11.5.
because the difference between 12.3 inches andrich@s is much larger than d. A random sample of a sample size of 36 with a
the expected sampling error. sample mean of 12.1.

17 Adapted from Instructor's Manual and Test BamkMoore and Notz’' (Moore et

al., 2008) (cont.)




Item
Numbers in
Preliminary

Version

AIRS

Item Source and Original Item

Changes MadeRatibnale for Change

Table N, cont.

18, 19

Z0€

20,21

CAOS 23, 24:

A researcher in environmental science is condu@istudy to investigate the
impact of a particular herbicide on fish. He hashé@lthy fish and randomly
assigns each fish to either a treatment or a clogtooip. The fish in the
treatment group showed higher levels of the indicahzyme.

UCLA Evaluation project (Beckman et al.)

Change in wording of the context and questions to
make them clearer and simpler:

[Context] A researcher investigates the impact of
a particular herbicide on fish. He has 60 healthy
fish and randomly assigns each fish to either
exposed or not be exposed to the herbicide. The
fish exposed to the herbicide showed higher levels
of an enzyme associated with cancer.

19. Suppose no statistically significant difference
was found between the two groups of fish. What
conclusion can be drawn from these results?

20. Suppose a statistically significant difference
was found between the two groups of fish. What
conclusion can be drawn from these results?

Used the same items that were assessed in a
research project [Rob Gould evaluation project]
(cont.)




Item

Numbers in
Preliminary
Version
AIRS Item Source and Original Item Changes MadeRatibnale for Change

Table N, cont.

22 CAOS 37. Modified in wording, questioning and alternatives
You have studied statistics and you want to deteerttie probability of anyone to emphasize the process of simulating data:
getting at least four right out of six tries justdéhance alone. Which of the a. Specify the probability of a correct guess as
following would provide an accurate estimate oft thibability? 50% and calculate the proportion of all trials with
a. Have the student repeat this experiment margstiamd calculate the exactly Sevegorrect guesses.
percentage time she correctly distinguishes betweebrands. b. Specify the probability of a (;orrect guess as

50% and calculate the proportion of all trials with
w b. Simulate this on the computer with a 50% chancguefsing the correct soft seven or moreorrect guesses.
S drink on each try, and calculate the percent oésirthere are four or more c. Specify the probability of a correct guess as
correct guesses out of six trials. 70% and calculate the proportion of all trials with
c. Repeat this experiment with a very large sarapfgeople and calculate the  exactly sevegorrect guesses.
percentage of people who make four correct guessgesf six tries. d. Specify the probability of a correct guess as
d. All of the methods listed above would providesaeurate estimate of the 70% and calculate the proportion of all trials with
probability. seven or moreorrect guesses.

23-25 Context adapted from CSI project (Allan & 6b@) as adapted for use in Robert
Gould Evaluation project (Beckman et al.). Itemsengeveloped for the topic of
Inference about comparing two proportions and Ddims of P-value and
statistical significance

26-31 Adapted from Instructor’s Manual and TestIBfor Moore and Notz’ (Moore et
al., 2008, p. 63)

32 Created by the author and an Robert delMas (cont.)
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Item

Numbers in
Preliminary
Version
AIRS Item Source and Original Item Changes MadeRatibnale for Change
Table N, cont.
33-35 Adapted from Instructor’'s Manual and TestIBfom Moore and Notz’ (Moore et Topic of Evaluation of statistical testing
al., 2008, p.280) (considering sample size, practical significance,
effect size)
36 CAOS 7. Modified working of the context, questioning, and

A recent research study randomly divided participamo groups who were
given different levels of Vitamin E to take daifyne group received only a
placebo pill. The research study followed the piéints for eight years to see
how many developed a particular type of cancemdyitiat time period. Which
of the following responses gives the best explanadis to the purpose of

randomization in this study?
a. To increase the accuracy of the research results

b. To ensure that all potential cancer patientsaradqual chance of being

selected for the study.
c. To reduce the amount of sampling error.

d. To produce treatment groups with similar charasties.

e. To prevent skewness in the results.

alternatives to make them clearer and simpler.

34. Research participants were randomly assigned
to take Vitamin E or a placebo pill. After taking

the pills for eight years, it was reported how many
developed cancer. Which of the following
responses gives the best explanation as to the
purpose of randomization in this study?

a. To reduce the amount of sampling error that can
happen if the subjects are not randomly assigned.
b. To ensure that all potential cancer patients had
an equal chance of being selected for the study.

c. To produce treatment groups with similar
characteristics

d. To prevent skewness in the results.




