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MOTIVATION

In phylogenetic inference one looks
among a set of models for the model(s) un-
der which the given data are most likely to
have occurred. The set of models is being
constantly extended. Many methods to infer
the most suitable model prior to tree infer-
ence have been proposed, and numerous
methods dealing with testing the variability
of inferred topologies have been introduced
(see [1] for an excellent review on the area).
However, it remains to find a good test for

the event that the fit between model and data
is absolutely poor. Or as Gatesy [2] put it:
Given the simplicity of most models, it is possi-
ble that model selection in modern systematics is
analogous to an overweight
man shopping in the petites de-
partment of a women’s cloth-
ing store. A particular garment
might fit the portly man best,
but this does not imply a good
overall fit.

One way of investigating the fitness be-
tween model and data is to estimate the num-
ber of sites in an alignment which are less
compatible with the inferred model. A few
outlier detection methods have recently been
proposed, using statistics like influence func-
tions or noise reduction.

Here, we will graphically explore the
data-to-model fitness by looking closer at the
outlier identification step of MISFITS [3].
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DATA MANIPULATION
We inferred a phylogenetic tree from

the mtDNA genome alignment of 18 pri-
mate species (hominoids, cercopithecines,
colobines). The alignment has been taken
from [4]; we added the associated sequences
for a Gorilla using MUSCLE to graft the se-
quence to the alignment. Gappy regions
have been removed using GBLOCKS.

The tree is inferred under a GTR+Γ
model in RAXML with 100 bootstrap sam-
ples.
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The alignment comprises 15,765 well-
conserved sequence sites thus a well-chosen
model should show an excellent fit to the
data.

However, the authors of the study pro-
claimed to have identified hybridization in
the clade of odd-nosed monkeys. So it also
provides a little controversy.

HIGHLIGHTING OUTLIERS USING MISFITS

We use MISFITS [3] to visualize the rel-
ative fitness between data and model. The
plots relate expected to observed site pattern
frequencies on a log scale. Each dot indicates
one of 5,087 distinct site patterns. The mid-
dle line indicates the case where observation
equals expectation. The outer lines are upper
and lower bounds computed using a simulta-
neous Gold confidence region. Blue dots in-
dicate site patterns for which fs exceeds the
upper bound of the confidence region. The
plot indicates that about 50% of the site pat-
terns are over represented in the Gold con-
fidence region. These over represented site
patterns account for about 25% of the align-
ment sites.
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2482 pattern are over represented, of which

30 occur more than once.
0 pattern are under represented.

However, a simulated alignment (orange
and pink dots in above plot) under the in-
ferred model using P4 shows very similar be-
havior to the original data, thus suggesting
that the bounds are too strict for the model.

To obtain more relaxed model bounds

we generated 1,000 alignments under the in-
ferred model, recorded for a range of possible
site pattern frequencies the highest and the
lowest loglikelihood score, and used a least
squares approach to fit a confidence region to
the data. Under this refined bound only 11
and 10 of the site patterns from the original
alignment are over and under represented,
respectively. These “extremal” site pattern
comprise 2% and 29% of the alignment sites,
respectively, although one does not need to
replace all sites to improve the fit (dots are
close to boundary).
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Using simulated bounds
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11 pattern over represented and
10 pattern under represented.

The simulated bounds suggest a better fit
between model and data. In particular, while
the Gold confidence region selects its outliers
primarily among site patterns of low occur-
rence, our simulated bound considers these
a good fit. However, one can still improve
on these bounds, e.g., by storing quantiles of
the simulation runs instead of maximum and
minimum.


