
PEOPLE LOVE ALL sorts of “one 
click” applications because 
they are easy to handle, but 
they are like an analog radio 

that’s pre-tuned to a single station; you 
won’t find it too useful unless this single 
station happens to be the only station 
that you will ever listen to. To allow you to 
listen to different stations, the radio must 
come with a knob. But the added flexibility 
must come with a cost; you must turn this 
knob carefully – otherwise you will hear 

nothing but static noise. If you are think-
ing about delving into predictive analytics 
or data mining, this common-sense prin-
ciple is one that you must grasp. 

The majority – though not all – of 
the problems encountered in predic-
tive analytics and data mining can be 
described as one of using some past 
data to uncover a hidden relationship 
between a number of inputs and an out-
come. Once uncovered, this relation-
ship can be used to make predictions. 

For example, we may have a database 
of individual voters, perhaps thousands 
of them. For each voter, the database 
records his or her age, gender, income, 
education level, and whether he or she 
voted for a Republican or a Democratic 
candidate in the previous presidential 
election. From such a database, we’d 
like to uncover a rule, which will allow 
us to use any voter’s gender, income 
and education level to predict his or her 
voting behavior in the next election. Of 

course, any such rule will be quite im-
perfect in its ability to make the right 
predictions all the time, but we can still 
hope to do better than random guess-
ing, perhaps significantly better. 

Algorithms used to uncover such a 
relationship – for example, neural net-
works and support vector machines 
– must be sufficiently flexible. This is 
because only flexible algorithms can 
be adapted to the vastly different situa-
tions that we encounter in practice. For 
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example, you cannot use a linear al-
gorithm to uncover a hidden relation-
ship that is inherently nonlinear. But, 
like the analog radio that allows you 
to tune in to different stations, these 
flexible algorithms also have “knobs” 
that you must twiddle. As the user of 
these flexible algorithms, you must 
use these “knobs” to control their flex-
ibility; otherwise you will only uncover 
bogus “relationships” that are both ir-
relevant and wrong. 

TO ILLUSTRATE THIS, let’s look at how 
a very simple algorithm called the K-
nearest neighbors (KNN) works. Sup-
pose K=5. To predict how Mark is going 
to vote in the next election, the KNN 
algorithm simply looks for Mark’s five-
nearest neighbors in our database – 
the five people in our database whose 
demographic characteristics (in terms 
of age, gender, income and educa-
tion level) are the closest to those of 
Mark’s. If most of these five people 
voted Democrat in the previous elec-
tion, the algorithm predicts that Mark 

will most likely vote Democrat as well. 
This is an intuitive idea easily under-
stood by all.

So, where is the “knob” in the KNN 
algorithm? Not surprisingly, it is the 
number, K, or the number of neighbors 
the algorithm looks for when trying to 
make a prediction. Should we look for 
five-nearest neighbors or 50-nearest 
neighbors? What happens if we look for 
too few neighbors? What if we look for 
too many? 

If we look for too many neighbors, 
then some of these neighbors will nec-
essarily turn out to be not so similar to 
Mark. For example, if K=500, then his 
500th-nearest neighbor is, by defini-
tion, not that near. Allowing far-away 
“neighbors” to influence our predic-
tion will bias our prediction. After all, 
the intuitive content of the algorithm 
is to examine people with similar de-
mographic characteristics. But what 
if we look for too few neighbors? In 
this case, all the neighbors will be 
more or less guaranteed to have a 
similar demographic profile, but we 
will not have examined enough cases 
or used enough information from our 
database to draw a statistically sound 
conclusion. Consider the extreme 
case of K=1. What if Mark’s one-near-
est neighbor turns out to be a rather 
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unusual individual in our database? Al-
lowing our prediction to depend entirely 
upon the behavior of just one individual 
in the database will cause our predic-
tion to be highly unstable, or to have a 
big variance. 

This simple analysis illustrates a fun-
damental tradeoff that everyone must 

face in predictive analytics and 
data mining, the so-called bias-
variance tradeoff. For the KNN 
algorithm, turning the “knob” in 
one direction (small K) reduces 
the bias but inflates the vari-
ance of its predictions, whereas 
turning it in the other direction 
(large K) reduces the variance 
but inflates the bias. We must 
turn this “knob” carefully in or-
der to find the right balance, 
but there is no universal magic 
value to set this “knob” to; the 
optimal position of the “knob” 
will depend on the specific situ-
ation. This is true for all algo-
rithms, not just the KNN. Blind 
applications of predictive algo-
rithms without carefully turning 
these “knobs” are sure to pro-
duce bad or even disastrous 
results. This concludes our first 
lesson. 

ANOTHER WIDELY USED algorithm is 
called the decision tree. The size of 
the decision tree is an important “knob” 
and, like the KNN, it is necessary to 
control this parameter carefully in or-
der for the decision tree to be effec-
tive. In particular, a small tree has high 

bias and low variance, whereas a big 
tree has low bias and high variance. 
Some algorithms will have more than 
one “knob.”

Instead of using a single decision 
tree, it was recently discovered that 
using a collection, or an ensemble, of 
decision trees often significantly im-
proves prediction accuracy. Basically, 
each tree makes a preliminary predic-
tion, and a majority vote type of rule is 
used to produce the final prediction. 
These ensembles of decision trees 
are sometimes called, quite appropri-
ately, decision forests. In fact, even 
though we call them forests, they do 
not have to be ensembles of decision 
trees. They can be ensembles of any-
thing, but ensembles of decision trees 
are the most common. 

What’s remarkable about these de-
cision forests is that they are capable 
of making good predictions even if 
the sizes of individual trees within the 
forest are not optimal by themselves. 
The question is: Does this mean we 
no longer have to worry about turning 
“knobs” anymore? If you have ever 
heard of the saying, “there is no free 
lunch,” your instincts should immedi-
ately tell you that this is too good to 
be true. This brings us to our second 
lesson. 

To create multiple decision trees 
from the same database, some per-
turbations are necessary – otherwise 
every tree in the forest will be identi-
cal, which destroys the whole point of 
having a forest. The simplest kind of 
perturbation is to put different weights 
on every record in the database before 
building each decision tree. This allows 
the same data to influence each deci-
sion tree differently, and thereby al-
lows the same decision tree algorithm 
to produce trees that are different from 
each other. 

A subtle dilemma now exists. Per-
turbations are necessary to create dif-
ferent decision trees and form a forest 
but, on average, they necessarily make 
each tree less optimal. In 2001, Pro-
fessor Leo Breiman of the University of 
California at Berkeley proved mathe-
matically that the best kind of decision 
forests should consist of very different 
trees, each capable of making good 
predictions. That is, we want a diverse 
collection of strong trees. Unfortunate-
ly, actions to increase forest diversity 
always decrease the average strength 
of individual trees. For example, one 
can make the forest more diverse by 
using stronger perturbations but the 
stronger perturbations further dimin-
ish the strength of each individual tree. 

Figure 1: Using a database of 1,536 email messages, each 
labeled “spam” or “not spam,” a number of different decision 
forests were created by varying two “knobs,” size and diver-
sity. These decision forests were then used to make spam-or-
not-spam predictions on another (test) database containing 
3,065 e-mail messages. Shown here is a contour map for 
the numbers of mistakes they made as a function of the two 
“knobs,” using logarithmic scales for both axes. 



Once again, there is a fundamental 
tradeoff, this time between strength 
and diversity. Therefore, algorithms 
to create decision forests usually 
come with “knobs” as well, ones that 
allow us to control forest diversity. 
We want enough diversity, but not too 
much. Once again, we must turn the 
“knobs” carefully. Figure 1 shows an 
example [1] of this tradeoff in action.

OUR THIRD AND FINAL LESSON is short 
but no less important. Predictive ana-
lytics and data mining are about find-
ing information from data. They are 
search operations. As with all search 
operations, there are always two 
questions: where do we search, and 
how do we search? The algorithms 
are concerned with how to search, but 
we must tell them where to search, 
that is, we must feed the algorithms 
with data. These algorithms are both 
dependent upon and at the mercy of 
data. If your database contains noth-
ing but junk – for example, if there 
is no relationship between the inputs 

and the outcome – you cannot ex-
pect any algorithm to find it. The al-
gorithms can only do so much; they 
cannot perform magic tricks. The 
quality of your database is crucial. 
Remember: “Garbage in, garbage 
out!” Professor Mark van der Laan of 
the University of California at Berke-
ley said it well: “We will find you the 
needle in the haystack, but only if it 
is actually there.” 

A good understanding of these 
three tradeoffs – bias versus variance, 
strength versus diversity, where versus 
how – is critical for successful applica-
tions of predictive analytics and data 
mining. You must control the flexibility 
of your model. You must control the di-
versity of your ensemble. You must con-
trol the quality of your data. You cannot 
expect “one click” applications to solve 
all your problems. ❙
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1. The Web site www-stat.stanford.edu/~tibs/
ElemStatLearn/ contains the databases, and the 
web site http://cran.r-project.org/web/packages/
randomForest/ contains the decision forest 
algorithm used to create this example.
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